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ABOUT

dvances in Geomatics (AIG) is a peer-reviewed scientific journal dedicated to the
Adissemination of cutting-edge research in the field of geomatics. The Journal pub-

lishes English language original research articles, review papers, and technical notes
in the multidisciplinary domain of geomatics.

AIM

dvances in Geomatics has started its publication life in 2023. This journal has em-
Abarked on the Open Access Policy with the idea that scientific information produced

by academics, professionals, and others can be accessed by anyone, both locally and
internationally, without any limitation. The journal aims to publish high-quality research
articles, review papers, and technical notes that contribute to the understanding, develop-
ment, and application of geomatics principles, technologies, and methodologies.

SCOPE

dvances in Geomatics welcomes contributions from researchers, academicians, pro-
Afessionals, and practitioners in the multidisciplinary domain of geomatics, including

but not limited to the following areas: Geospatial data acquisition, geospatial data
processing and analysis, geospatial data management, geospatial information systems, geo-
spatial applications, geomatics for sustainable development, the journal encourages original
research that pushes the boundaries of geomatics, promotes interdisciplinary collaborations,
and addresses emerging challenges in the field.

PUBLICATION POLICIES

dvances in Geomatics is an international refereed journal that adopts double-blind
peer-review process. Editorial board of our journal follows Editorial Policy of the
Council of Scientific Committee.

PUBLICATION PERIOD

dvances in Geomatics is published twice a year in October and March. Publications
Aare made from the following areas, which will contribute to the development of

geomatics discipline and contribute to the literature: Other disciplines assessed in
relation to geomatics, civil, geography, geophysics, geology, environmental and other engi-
neering sciences, etc.
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FROM THE EDITOR

Dear academics, practitioners and our readers;

It is with great pleasure and enthusiasm that I welcome you to the inaugural issue of
"Advances In Geomatics." As the Editor-in-Chief of this esteemed journal, I am hon-
ored to present a platform dedicated to the dissemination of cutting-edge research and
innovation in the field of geomatics.

Geomatics, as a multidisciplinary science, plays a pivotal role in our understanding

and management of the Earth's resources. The articles in this issue reflect the diverse
range of topics within the geomatics domain, from geospatial technology and remote
sensing to geographic information systems (GIS) and spatial analysis.

Our goal with "Advances In Geomatics" is to foster collaboration and exchange of
knowledge among researchers, academics, and professionals in the geospatial com-
munity. The peer-reviewed articles featured in this issue represent the latest advance-
ments and contribute to the ongoing discourse in geomatics.

[ extend my gratitude to the authors for their valuable contributions and to the dedi-
cated reviewers who have rigorously evaluated the manuscripts. Their commitment to
maintaining the highest standards of scientific excellence is commendable.

As we embark on this scholarly journey together, I encourage readers to explore the
diverse perspectives presented in this inaugural issue. "Advances In Geomatics" aims
to be a catalyst for further advancements, discussions, and collaborations in the dy-
namic field of geomatics.

I look forward to your continued support and engagement with "Advances In Geo-
matics." May this journal serve as a source of inspiration and knowledge for all those
passionate about advancing the frontiers of geomatics.

Sincerely,

Erman SENTURK, Assoc. Prof.
Editor
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ABSTRACT

The concept of "sustainable mining" is also based on the requirement for rigorous monitoring of mining ope-
rations, in order to prevent abuses that can be exerted on the environment or the loss of income that can be
recorded by the administrations of the countries owning the mines, either due to non-compliance by mining
operators with the clauses of mining permits or because of the complacency of state agents in charge of mines.
Android mobile GIS applications (AMGISA) with integrated GPS are a high-precision navigation, control,
monitoring and terrestrial positioning system. This portable mapping and localized imaging system allows in
real time addition of spatial information on the position of observation points, descriptions in the attribute
table, collecting waypoints, tracks and taking geotagged photos, as well as capturing screenshots of said maps
or images available on its interface. The interface is very dynamic, facilitating data collection via internet con-
nection and their transfer to another workstation for offline processing version and submission of results to
decision-makers. The automatic monitoring tests initiated with this technology in the Batouri gold district in
the small mines of Dem, Bote and Dimako I have successtully enabled the control and monitoring of mining
operations both in the exploration phase and in the exploitation phase. AMGISA and GPS thus constitute a
viable alternative capable of being deployed in mining environments and meeting the requirements related to
the control and monitoring of mining operations, especially in open-pit mines and particularly for countries
located in forested or rugged or remote regions.

Keywords: Batouri, Artisanal and Small Scale Mining, Mobile GIS, GPS, Applied Geoinformatics.

Cited As: Claude, B. J., Tiwari, R. N, Jha, N. K., Alaoui, M. & Rigobert, T. (2025). Real-Time
Monitoring of Artisanal and Small-Scale Gold Mining Operations Using Android Mo-
bile GIS Apps and GPS Receiver: Focus on Dem, Bote and Dimako I Mining Sites (Ba-
touri Gold District, Eastern Cameroon), Advances in Geomatics, 3(1), 1-19. https://doi.
org/10.5281/zenodo.15596420
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INTRODUCTION

In this modern era where the demand for rare and precious metals from the technological industry
on which developed countries heavily depend is increasing day by day; in the so-called mining coun-
tries that supply these metals, on the other hand, there are scandals and crises linked to the mining
sector. In most of these countries, particularly those located in forested or rugged or remote regions;
the distance between the mining sites where the project manager operates and the capital where the
project owner's institutions and services reside is often very great and difficult to access. On the field,
there are often several problems related to the lack of control and rigorous monitoring of mining op-
erations by the national administrative side. The most recurring problems are linked to: (1) anarchic
exploitation due to non-compliance with the laws in force (environmental law, mining code) causing
severe damage to the environment (soil pollution, water , air, visual pollution, destruction of eco-
systems, etc.) and a significant shortfall in revenue for states; (2) non-compliance with the terms of
mining titles (research permit, operating license) with the direct corollary of exaggerated extensions
of the limits or perimeter of the mining title, authorized exploitation depths and often exploitation
instead of research. In view of all these irregularities and their economic, environmental and social
consequences; this article proposes an effective and adequate method for real-time monitoring and
control of mining activities in the field. It presents the importance of integrating mobile GIS and the
GPS receiver, which are two cutting-edge tools in the field of geoinformatics, in the mining sector.
Furthermore, to date it is difficult to find works mentioning the role of mobile GIS and GPS in the
monitoring of mining projects; however, several roles are assigned to GPS in the field of Geosciences
such as environmental impacts and Water Resources (Castello et al., 2016; Schueler et al., 2011), and
landslide hazard and risk (Roya Olyazadeh et al., 2017). The article is structured around three salient
points: firstly the method of real-time data collection in the field (or station 1) with the android mo-
bile GIS applications (AMGISA) and the GPS receiver (GPSr); secondly the transfer of data in real time
to station 2 (offline/online); and finally thirdly the processing of the data at station 1(online/offline)
or station 2 (offline/online) in order to submit them to decision-makers either in photographic or

cartographic format, with the aim of making informed decisions and corrective measures if necessary.

1. LITERATURE REVIEW

1.1. Physiography of Study Area

The Batouri sector is located in the Adamaoua-Yade Domain (AYD) of the Pan African fold belt in
Cameroon (Asaah et al., 2014) and is one of the areas affected by the Central Cameroonian Shear
(Tchakounté et al., 2017). The sites of the small scale mining of Dem, Bote and Dimako I are located
near the town of Batouri to the East and are aligned along the Mbil and Djengou rivers with a general

NE-SW orientation constituting one of the subwatershed of the Kadey in the infrastructure of the
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Kambele Shear. The study area stretches between latitudes 4° 20" N and 4° 28' N and longitudes 14°
22'E and 14° 27" E (Fig. 1). Access to mining sites is easily practicable due to a relatively dense road
network made up of numerous rural roads opened and maintained, mostly by loggers and mining

companies.

Batouri is under the influence of a hot and humid equatorial climate of the classic Guinean type with
two rainy seasons, interspersed with two dry seasons (Tsaléfac, 2007). It extends to the forest-savan-
nah boundary; the vegetation is very heterogeneous including a grassy savannah in the North and a
lush forest in the South region (Bissegue, 2021). The geomorphological analysis based on the study of
the SRTM DEM data with a spatial resolution of 30 m (Bissegue, 2021) showed that; the relief fluctu-
ates between altitudes 600 and 900 m. Topographic variations show that the Batouri sector includes
three geomorphological units: an upper surface (altitude > 680m), a lower surface (altitude < 600 m)

and a transition zone (600 m < altitude < 680m).
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Figure 1. Location map of study area showing Dem, Bote and Dimako I mining sites.
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1.2. Mining overview

Exploration by conventional methods and exploitation of Batouri gold remains an ancient activity.
Numerous testimonies and stories from residents show that the gold ore deposits from Kambele and
surrounding areas, located about 7 km to the East of the town of Batouri was discovered in March
1957 by MBANGO Collette in the Mboscoro stream by making a small well for water (Ntep Gweth,

2013). Several sites of mining activities with the exploitation of gold are located in the study area.

To date, the inventory of mining operations in the area allows, first of all, to identify the presence
of several mining companies. Mining is preponderant in the Dem, Bote and Dimako I sites. This ex-
ploitation is mainly carried out in the beds, the banks of waterbodies and flats. In watercourses, it
is done by dredging or suction and in banks and flats by digging using backhoes or excavators. The
opening of mining sites has led to several considerable environmental problems in the operating areas
such as water pollution, the destruction and diversions of waterways, deforestation and land degra-
dation (Bissegue, 2021).

1.3. Background and key concepts

According to the functionalities and usages, Mobile Geographic Information Systems (Mobile GIS)
extend traditional desktop GIS beyond the offices and allow individuals and organizations to localize,
collect, store, visualize and even analyze geospatial data in both field and office environments. GIS
have several extra functions in enhancing data performance. It can describe the spatial data on a map,
such as the location and shape of geometric objects, and help analyze spatial relationships. It can
also store attribute data of map features, and provide the capability to view the distribution network
superimposed on different layers (Shin and Feuerborn, 2004). Lastly, GIS can support not only the
analysis of features by using the graphical display, but also updating the data (Wei et al., 2010). For
instance, about a good definition of Mobile GIS one can dive into more details through those refer-
ences (Tomlinson 1987, 2007; Goodchild 1992, 2010; Mark, 2003; Egenhofer et al. 2016).

In this section, previous researches concerning field works using mobile GIS are reviewed to give an
insight into the background of this study. Generally in geoinformatics, the different techniques for
data collection are divided into (i) image interpretation; (ii) semi-automated classification; (iii) auto-
mated classification; and (iv) field navigation including total stations, GPS and recently mobile GIS.
Data collection includes desk and field studies and involves different activities ranging from low cost
to expensive (Soeters and van Westen, 1996). Geospatial information, spatial analysis, and spatial
queries are no longer limited to a fixed environment but can be accessed at any place at any time (Shi
et al. 2009). This is how many improvements in digital mapping and mobile GIS using geospatial
technologies have been revealed in the field of data acquisition for landslide hazard and risk. Free
and Open source Software for Geoinformatics has significantly improved the efficient mapping and

management of post-disaster and impacted areas around the world (UNEP, 2014; Ushahidi, 2016;

4
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GeoVille, 2016). A mobile GIS application for data collection of cadastral mapping using ESRI and
Google Android Software has been developed (Bronder and Persson, 2013).

To end, in the domain of geographic information systems (GIS), advanced mobile information tech-
nologies have enabled a variety of novel applications which can help improve positioning and track-
ing accuracy, efficient field data collection, real-time mapping, ground truth validation, location intel-

ligence and decision support, and so on (Lemmens, 2011; Abdalla, 2016).

2. RESEARCH DESIGN AND METHODOLOGY

2.1. Mobile database and online real-time field data collection

Sites monitoring across mining operations is central to many processes and has always been prevalent
amongst exploration and mining operations over the entire course of the project lifecycle. This paper
is aimed to provide an operational monitoring method as the project moves through its development
phases. Our works focused on three sites whose national and international operators hold operating

licenses granted by the State of Cameroon.

Mobile database maintains all the spatial and non-spatial data for mobile GIS applications. The geo-
spatial data used here are essentially primary and come from direct field collection and analysis of
cartographic databases available in the Mobile GIS software interface and GPS receiver (GPSr, Tab.1).
These data are mainly composed of geotagged photographs, digital maps and Google Earth aerial im-
ages. The data thus collected is presented in four digital formats (JPG (.jpg) or PNG (.png) format and
KMZ format (.kmz) for the AMGISA data source and GPX format for the GPS receiver). They contain
significant information specifically linked to the extension of the perimeter or area of the operations
site (size, shape), the precise position of the mining site, the layout and depth of the pits, the phases of
mining operations (exploration, exploitation or ore processing) throughout the lifecycle of the mining
project. GPS and Google Earth were used for collecting geographical location points of various utility
features. The geographic coordinates in latitude and longitude determined by GPS in decimal degrees
and surveyed in the global system WGS84/ ellipsoid IAG-GRS80 were arranged in an Excel database

with a unique identifier (ID).

When doing field work with GIS technology, two aspects should be considered ; one is visualization
(Pundt and Brinkkotter-Runde, 2000), and the other is data acquisition (Poorazizi et al., 2008).
Field-based GIS has become the new solution for data visualization and acquisition. The control and
monitoring of mining activities as proposed by this article consists of a full-time daily process of data
collection, using mobile GIS by android applications (AMGISA) or other handheld GIS devices, GPS
and internet connection, their preprocessing and/or their processing then sending in real time to de-
cision-making services. For the convenience of this article, only the data collected during the period

from August 29 to 30, 2024 are presented in order to support the approach. From the visualization

5
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perspective, the actual mining sites are well displayed on a Mobile GIS-based map (AMGISA) ; this
GIS technology is handling geographical and attribute data. With the visualization servers, user gets
a better understanding of real world conditions, then views the attributes of area of interest on the
digital graphical data displayed accordingly. For data acquisition during field surveys, different field
processes have to be completed such as Geotagged photographs recording with both location and

attribute and Screenshots of Collector (Fig.2).

Table 1. Database for real-time monitoring of artisanal and small-scale gold mining operations us-

ing Android Mobile GIS Apps and GPS receiver.

ID Data inventory Source/Description

1 Location GPS Lat/Long coordinates
2 Date GPS real-time

3 Type/Format JPG/PNG/KMZ /GPX
4 Depth GPS receiver

3 Volume Measurement

5  Time GPS real-time

7 Perimeter GIS calculation

8§  Path or track GPS receiver

9  Polvgon/area GPS receiver

10 Geotagged photographs Mobile GIS apps

11 Google maps Mobile GIS-based map
12 Google satellite images Mobile GIS -based map
13 Google Earth aerial photos Google Earth pro

14  Photographs Digital camera

Metadata

building date

2024-08-29
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Figure 2. Attribute table editing and field data recording with AMGISA.
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2.2. Online real time data pre-processing and transmission

Preprocessing consisted of correcting the position of observation points collected by the AMGISA,
deleting unnecessary data and transferring data from mobile device and GPSr to in-office computer
effortlessly. The process of correcting the position of a point after data collection is done in three
steps: (1) Simple navigation through the application to the location of the point considered, then
placement of a new waypoint which modifies the incorrect coordinates and automatically gives the
real coordinates of the location, (2) noting the coordinates then deleting the waypoint with false co-
ordinates and, (3) editing the location to be corrected. The corrected points were recorded in Table
2. The method of deletion, verification of the accuracy of the data and recovery of GPS data and their
export to the computer is classic. Using a cable, the GPS is connected to the computer ; then using
specialized software, the data in GPX format including positions of observation points, lines or tracks
(in lines or polygons) of spaces mining operations were converted and saved in shapefile and KML

formats.

Online data access for field work needs handheld devices such as laptops, smartphones and tablets.
Smartphone was adopted for this work in the field because of its own graphical user interface, touch
keyboard, wireless communication capabilities and the ease of having the Android mobile GIS ap-
plication (AMGISA) online through the Playstore platform with Android as Operating Systems (OS).
For data gathering, updating via mobile GIS and transferring to another users (Fig.3), the availability
of wireless communication is important. Typical technologies used here it’s cellular networks well
supported by Android devices and available in the field. 4G is the most commonly cellular network
used in Cameroon facilitating online mobile GIS functionalities and making the communication fast
and stable. Communication among different devices (e.g. station 1 in the field and station 2 in the
office) and data transfer is therefore established by mobile network connection. Online mobile GIS
(AMGISA) also enables a real-time data updates and exchanges between centralized map servers and

distributed mobile.

Table 2. Correction of observation point coordinates using the GIS Mobile apps (AMGISA).

Incorrect coordinates Real coordinates
ID | Placemark X{DMS) Y(DMS) X(DMS) Y(DMS)
1 | Dem 360.000 0.000 0,000 360,000 0.000 0.000 14.000 26,000 30.103E 4,000 27.000 42. 738N
2 b Djengou 360,000 0.000 0.000 360000 0.000 0000 14,000 23.000 54.506E 4.000 26.000 1484 1IN
3 ’ Dimako I 360000 0000 0000 360,000 0000 0000 14.000 22000 42 510E 4000 23,000 22 586N
4 E Mongonam | 360.000 0.000 0.000 360000 0.000 0.000 14.000 22.000 06.728E 4.000 24.000 52330N
5 t Pater 360.000 0.000 0,000 360,000 0.000 0.000 14,000 23.000 14.133E 4,000 25.000 20370N
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Figure 3. Data transfer process from mobile device to in-office computer effortlessly based on the

use of internet and common web apps from the field.
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Figure 4. Conceptual workflow of real-Time GPS handed and Mobile GIS Data Acquisition System

for gold mining operations monitoring.
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2.3. Offline data processing and post-processing

Real-Time Data Collection enables immediate data upload and synchronization with cloud-based
GIS systems or data transfer to another users (workstation). Once the fieldwork has been completed
for the day, the mobile GIS apps (AMGISA, as indicated in section above) allow to gather field data
including GPS coordinates, geotagged photos, basemap and feature attribute information. Then, daily
data can be downloaded quickly and effortlessly. Offline mode data processing consists of the data vi-
sualization and analysis; this stage (station 2) permits to utilize GIS softwares (such as ArcGIS, Google
Earth, Global Mapper, ...) to analyze the collected data and create maps, reports, and visualizations
to aid decision making. Thereafter, post-processing enables the analysis and interpretation of the col-
lected field data using desktop GIS softwares, creation of informative maps ; helps to perform spatial

analysis, and generate reports. The conceptual workflow is briefly described as seen in Figure 4.
3. RESULTS

3.1. Monitoring of Dem Mining open pit

Early mobile GIS and GPS monitoring was conducted in Dem, Bote and Dimako I in order to define
the different mining operations carried out in these mining sites and consequently collect accurate
data and transfer them in real time for decision-making. Firstly, GPS data is basically point oriented ;
whereas GIS data is more complex comprising points (GPS coordinates), lines (tracks) and polygons
(areas) and images and Relational Databases. However, the only prerequisite for collecting data is to
actually be on the ground; no image data can be collected outside the field. The location of mining
sites on the basemap served by the mobile GIS app (AMGISA) interface also allows for taking pictures
of the observed points, which generates two types of data, namely maps of mining sites and geotagged
photos. Thus, accurate and up-to-date data for the entire mining site can be viewed in the field via the

basemaps available on the mobile GIS application interface.

The centered map (Fig.5) presents the mining site of the small Dem mine, this map shows the extent
of the activities and allows spatially to appreciate the scale of the exploitation whose observation ele-
ments are the perimeter, the position, the type of activity, the equipment used and even the evolution
over time. The geotagged images around centered map provide details and precision on the type of
activity and its degree. These activities include the stage of the mine opening, stripping of waste rock,
transport of mining waste, backfilling and ore deposition among others. The most important thing
here is the geographical position of the mine site, its size, nature, extension and depth in accordance

with the provisions of the research title.
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Figure 5. Screenshot of centered Google satellite image of Dem's small open pit mine and geo-

tagged photos of operations.

3.2. Monitoring of Bote Mining open pit

An important application of Mobile GIS apps (AMGISA) alone or in combination with GPS is the
monitoring of mining and geological operations related to all phases of a mining project such as
prospecting, exploration, mine development and exploitation. Data collection tests by mobile GIS

applications downloaded from playstore conducted in Dem, Bote and Dimako I demonstrated their
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interest in being associated with GPS in order to improve the availability of coordinates and, con-
sequently, the accuracy of the data. Comparison with 2D coordinates obtained from an geotagged
image at station 1(in field) confirmed a repeatability of less than 0.01 degree, as well as an accuracy
of less than 0.01 degree (assuming no movement of the device) with the 3D coordinates taken by the
GPS receiver (GPSr). Figure 6 presents the monitoring images of the mining operations at the small
Bote mine, carried out using AMGISA and GPSr. Bote is the largest mining site in the study area. The
mine consists of several pits, each approximately 1.5 km length and 750 m width, reaching depths
of almost 50 m in places. The data collected, mainly consisting of geotagged photos, tracks, and GPS
coordinates indicate that the site is located between 14° longitude and 4° latitude. The mining phase
is very advanced in terms of the extension of the mine perimeter and the depth that almost reaches
the granite bedrock. Activities also include, among others, mine opening, stripping of waste rock,
transport of mine waste, backfilling, ore deposition, as well as ore processing and enrichment. Irreg-
ular or illegal activities can now be detected through rigorous real-time monitoring using mobile GIS
and an internet connection. Appropriate measures can be taken in real time by decision-makers to
ensure strict implementation of the clauses of the various contracts or the provisions of the various

mining titles awarded to mining companies.

3.3. Monitoring of Dimako | Mining open pit

Android mobile GIS is a portable mapping and imaging system, operating simultaneously in harsh
urban and rural environments, and often used for mining in environments where good sky visibility
is not guaranteed. It is a positioning/orientation device imposing strict requirements in this regard;
the solution to the positioning/orientation problem increasingly relies on the integration of several
technologies. Therefore, in this paper as a reminder, a hybrid system based on Android mobile GIS
applications (AMGISA) and GPS receiver (GPSr) is used.

The small Dimako mine is in the data collection phase of its opening. The Dimako locality is located
in the middle of a dense forest; the installation of a mine in this site is the cause of the loss of a strong
forest cover. The GPSr made it possible to collect the coordinates and tracks of the extension of the
exploitation perimeter. The mobile GIS interface permitted to access the maps and take precise geo-
tagged photos of the observation points. Mining operations at this stage include the opening of the
mine, stripping of waste rock, excavation and transport of mining waste. The image data presented in
Figure 7 are thus integrated in offline mode into desktop GIS tools for visualization, analysis, inter-

pretation and creation of maps useful for decision-making.

n
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Figure 6. Screenshot of centered Google satellite image of Bote's small open pit mine and geotagged

photos of operations.
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Figure 7. Screenshot of centered Google satellite image of Dimako I's small open pit mine and geo-

tagged photos of operations.

13



CLAUDE ET AL.

4. DISCUSSION OF FINDINGS

4.1. Mapping and data assessment for decision-making

Several cartographic and image editing platforms available, such as GIS, make it possible to produce
maps and carry out data evaluations, necessary to support the taking of appropriate measures by
decision-makers in accordance with the mining and environmental law in force in the host country.
Figure 8 presents the field data projected on the Google Earth image basemap, the rapid visualization
and evaluation of which allow the extent of activities on the ground to be assessed. The superposition
of spatial terrain information on aerial imagery therefore makes it possible to faithfully visualize the
reality as it is on the ground and to induce informed decision-making. Thus presented, the online
mobile GIS and offline office work aim to reduce the costs and time required for data collection/mod-
ification/loading, increase data accuracy, make data for the entire study area visible and complete the

mapping of the study area within the time limit for informed daily decision-making.

Researchers in the environmental field are increasingly interested in the use of geolocation and mo-
bile mapping devices such as GPS devices (Zheng et al. 2008, Yue et al. 2014) and mobile phones
(Kang et al. 2010, Gao 2015, Xu et al. 2016, Zhao et al. 2016). Thus, the popularization of mining
operations monitoring technology and the processing approaches of data collected online or offline
by mobile GIS via smartphones will therefore advance informed decision-making and geospatial in-

telligence based on them.
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Figure 8. Display and visualization on Google Earth of data including observation points and

routes of mining site extensions.
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4.2. Map publishing

To publish a map to support informed decision-making, it was first necessary to create a map project
in a desktop GIS in offline mode and connect all the data layers. The test map template produced in
this example therefore contains several feature layers. The built-up, land-use, waterbody, and road
network layers were chosen as background layers. All these layers were used as operational layers for
visualization, queries, querying, and editing to better assess the location of the various mining sites
and the nature of their operations. Figure 9 presents an overview of the test map, it is important to
mention that this map comes from the data collected during the monitoring test using AMGISA in the
test area of the Dem, Bote and Dimako I mining sites. Users (mining operators and decision-makers)
can identify the symbols of the mining sites, their geographical position, the paths of their extension
and their relationship with the environment, as well as several other characteristics can be evaluated.
These geospatial data layers on the mining sites thus represented are essentially the reflection of the
work carried out by the field agents responsible for monitoring mining activities. The choice of sym-

bology and colors make each element of the map easily readable and identifiable.
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Figure 9. Informed decision support map edited in an offline GIS mode using field data collected
by the mobile GIS apps and GPS receiver then plotted on land use-land cover basemap of the study

area.
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The results of this research have shown how mobile GIS via smartphones have facilitated the tasks of
monitoring mining operations and collecting field data. In terms of data access, collecting, querying,
and modifying or correcting data on a mobile device and transferring it to another workstation for
offline processing and mapping have become possible. From a visualization perspective, they help
mining stakeholders visualize the spatial distribution information of mining sites on digital maps.
However, this research also has some limitations. To this end, the development of a mobile GIS appli-
cation for use in the environmental field must address certain challenges, including: i) the limitation
of system resources, such as processor speed, memory size, and battery power; ii) the limitation of
network connection during field survey; and iii) the size of the screen and keyboard, as well as the
interface as indicated by Fu and Sun (2011). As additional practical solutions, it is suggested here
to use optimized mobile GIS applications and other alternative devices such as power banks, solar
charging systems, internet modems and tablets. Fu and Sun (2010) also pointed out that it is essential
to choose a widely used system and mobile device to maximize the acceptance of this application
by different target groups (such as mining authorities). Therefore, Android mobile GIS has proven
valuable as the main platform in this study, thanks to its free resources, accessible online to all on
playstore. From this point of view, Android also helps reduce the costs of controlling and monitoring
mining works because it makes it possible to edit data in real time through its graphical interface, as
mentioned by Wei et al. (2010).

CONCLUSION

Android mobile GIS applications (AMGISA) are a new type of portable mapping and localized im-
aging system, capable of providing high-precision positioning coverage when accompanied by the
GPS receiver (GPSr). It is therefore a navigation system allowing to locate oneself on the map and to
mark the precise position of the observation point and take geotagged photos. This article presents
some technical aspects of this technology, summarizes the strengths and describes the various appli-
cations of this technology, including its ability to explore spatial information and transmit it in real
time to another workstation. GPS data is basically point oriented; whereas GIS data is more complex
comprising points, lines, polygons and images and Relational Databases. Extensive tests on the use of
the GPSr and AMGISA at the small gold mine of Dem, Bote and Dimako I have confirmed the effec-
tiveness of this hybrid system, essential for monitoring and informed decision-making in the field of
mining, particularly for countries located in forested or rugged or remote regions. The applied meth-
od is also particularly suitable for critical applications of automatic supervision of mining activities, in

regions where sky visibility is restricted either due to the canopy or the high walls of open-pit mines.
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ABSTRACT

Landslides are a recurring natural threat in Nepal, often causing significant harm to human life and infrastru-
cture. This damage can be mitigated if the cause-and-etfect relationships of the events are known. This study
focuses on analyzing landslide susceptibility in Bhotekoshi Rural Municipality, an area acknowledged for its
vulnerability to landslides. A landslide inventory map of the area was prepared using temporal information
from Google Earth Pro over the past ten years. Approximately 56 landslides were identified and mapped, with
80% of them being randomly selected for model training, and the remaining 20% were used for validation
purposes. To comprehend the factors contributing to landslides and predict future occurrences, landslide sus-
ceptibility mapping of this region was carried out using frequency ratio (FR) and Analytical Hierarchy Process
(AITP) models. The data of slope, aspect, curvature, rivers, roads, geology, and landslides are used as causative
tactors for landslides. After the complete analysis, two different maps of susceptible areas for landslide based
on the AP and FR method are obtained. Finally, the results are compared and validated with the training data
using the approach of Receiver Operating Characteristics (ROC) and Area Under the Curve (AUC). From the
analysis, it is seen that both the models were equally capable of predicting the region's landslide susceptibility
(AHP model (prediction rate = 0.610); FR model (prediction rate = 0.710)). The obtained landslide susceptibi-
lity map can serve as a major tool for engineers and planners to carry out development works in the study area.

Keywords: Landslide Susceptibility, Analytical Hierarchy Process, Frequency Ratio, Receiver Operating Cha-

racteristic Curve, Area Under Curve.
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INTRODUCTION

Nepal is among the world's most disaster-prone nations due to its varied physiographic and meteo-
rological characteristics. Nepal is situated on the Asian, Indo-Australian, and continental-sized plates.
Situated in an area that is tectonically active, a significant portion of Nepal's hilly terrain is intricately
formed by geological processes. The movement of rock, soil, or particles down a sloped area of land
is called a landslide (Rutledge, 2022). In Nepal, landslides are naturally caused by earthquakes, ex-
tremely heavy rainfall events (on hills), and rapid snow and ice melt (on mountains) (Petley et al.
2007). However, human activities like inappropriate land use, encroachment into areas of vulnerable
land, and unplanned development projects like building roads and irrigation canals in areas of vul-
nerable mountain ranges without appropriate safety precautions increase the risk of landslides. As
one of the biggest geological risks in the world, landslides cause thousands of victims and deaths,
hundreds of billions of dollars of damage, and environmental losses every year (Gutiérrez et al. 2015).

So, proper visualization of susceptible areas is very important.

A landslide susceptibility map is a useful tool for visualizing the spatial likelihood of an event occur-
ring inside a specific territory. A spatial multicriteria decision analysis method based on GIS is used.
Information such as land cover, lithology, roads, rivers, elevation, aspect, and slope gradient, among
other things, are used. Recent studies have improved many approaches for determining a region's
susceptibility to landslides and have demonstrated an increase in natural process-related damage over
the past few decades, which can be broadly divided into three categories. The qualitative approach
(heuristic methods) weighs the relative influence of causative factors on slope instability in an imme-
diate or semi-direct way based on the logical judgment of experts. The heuristic approaches can be
applied once the connection between the importance of intrinsic variables and the risk of landslides
is recognized (Anbalagan, 1992). The deterministic method demonstrates susceptibility or chance
diploma through the safety element and is an indirect estimation of slope instability analysis based
on engineering standards. Deterministic methods, also known as physical-based models or geotech-
nical models, can be applied in situations where the ground conditions are largely constant across a

research area (Mavrouli et al., 2009).

Based on its capacity to lessen the inherent subjectivity in choosing the enter statistics and their ap-
plicability in both small- and large-scale settings, statistical (quantitative approach) methods have
become increasingly important (Soeters et al., 2006). Several statistical techniques (generally catego-
rized into three types: multivariate, bivariate, and probabilistic prediction models) have been used
and evaluated to determine which model is most effective in assessing the susceptibility of landslides
(Pradhan et al., 2010). It's a great effort that the landslide methodology framework has recently rec-
ommended applying the quantitative method of landslide hazard, vulnerability, and risk analysis at
various spatial scales (Corominas et al., 2014). Utilizing the quantitative method of landslide risk,

vulnerability, and hazard analysis at different spatial scales is a recent, superb endeavor that is sug-
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gested for the landslide methodology framework. However, the quantity and quality of the input data,
as well as the size of the study area, are crucial to applying the appropriate quantitative technique for
landslide susceptibility or hazard mapping. To increase the prediction capacity for landslide suscep-
tibility or hazard mapping, a lot of work is also put into combining empirical and physically based
models (Strauch et al., 2019).

Bhotekoshi Rural Municipality, nestled within the rugged landscapes of Nepal, represents a region of
significant geographical and socio-economic importance. However, like many mountainous areas, it
faces the pervasive threat of landslides, which pose considerable risks to human lives, infrastructure,
and livelihoods. Understanding and mitigating these risks are imperative for ensuring the safety and
sustainable development of the region. Although very prone to landslides, the number of studies in
this area is unsatisfactory. Hence, we have conducted our study in this area. Landslides, triggered
by various geological, topographical, and climatic factors, are recurrent regional hazards, often ex-
acerbated by anthropogenic activities and rapid urbanization (Subodh Dhakal, 2019). Although the
monsoon-dominated climate, with intense rainfall events occurring during the summer months, ex-
acerbates the risk of landslides greatly, due to the unavailability of sufficient metrological data on the
area, we focused our study only on DEM, LULC, lithology, roads, and rivers data. The findings of this
study are expected to have practical implications for disaster risk reduction efforts, urban planning,

and sustainable development initiatives in the region.

This project's objectives are divided into two groups. The project primarily focuses on preparing a
landslide susceptibility map using the Analytical Hierarchy Process (AHP) and Frequency Ratio (FR)
methods. Complementing these primary goals, the secondary objectives aim to address and support
the core project objectives. These include facilitating the development of infrastructures and urban
expansion through proper zonation of landslide-susceptible areas. Additionally, the project seeks to
contribute to the meticulous planning of safety measures for landslides, whether it involves the con-
struction of embankments or the implementation of diversions. This work presents a novel method
in the context of Bhotekoshi Rural Municipality, where no prior research has used both AHP and FR
models for landslide susceptibility mapping. The use of these methodologies in this specific location
provides a distinctive perspective on localized hazard assessment and planning, as well as novel in-

sights into Nepal's geohazard analysis sector.

1.METHODOLOGY

Our research employs a two-fold methodology, consisting of a comprehensive desk study and an
in-depth case study, to analyze the susceptibility of landslides in Bhotekoshi Rural Municipality. The
desk study included a literature review, data collection, and data analysis. In contrast, the case study
included a selection of the study area, the collection of respective data, and their analysis. We then

integrated our desk study and case study.

22



KHATRI ET AL

1.1. Study Area

The Bhotekoshi rural municipality is located in the Sindhupalchowk district of the Bagmati Zone in
Nepal’s Province No. 3, roughly between the latitudes of 27°48'30'N and 28°3’30'N and the longi-
tudes of 85°50°20°E and 86°04'30’E. It is situated on the Himalayan range close to the Chinese border
with Tibet. Jugal is to the west, Bahrabise to the south, and Dolakha District to The east encircles it.
Tibet is situated in the northern section of the rural municipality. The rural municipality spans 273.62

square kilometers or 105.65 square miles.

The study area was chosen for its remoteness and difficulty of access, which presents a unique set
of challenges and vulnerabilities to natural hazards such as landslides. This combination of factors
makes Bhotekoshi rural municipality an ideal case study for understanding landslide susceptibility
and developing effective mitigation strategies. Additionally, the municipality's location in the Hima-
layan range, close to the Chinese border with Tibet, adds geopolitical significance, further underscor-

ing the importance of assessing and managing landslide risk in this region.
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Figure 1. Study area map.
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1.2. Data acquisition

Topographic information needed to understand the landslide mechanism was obtained from the
United States Geological Survey (USGS) global datasets. The analysis utilized a 30 m resolution DEM
from USGS. This data set was chosen for its coverage of the study area as well as its consistency with
prior large scale landslide studies in Nepal (Devkota et al., 2013). While higher resolution datasets
(10 m for instance) may aid in micro scale accuracy, no high-resolution datasets were discovered for
the Bhotekoshi region considered in this study. The model validation (AUC = 0.71 and 0.611) in-
dicates that usable 30 m resolution DEMs can be employed for village scale susceptibility mapping.
The Regional Database System of the International Center for Integrated Mountain Development
(ICIMOD) provided a readily available land use map derived from Landsat8 image processing. In
addition, it also provided a database of geological data for Nepal through which road, river, and
lithological information of 30m resolution were derived. The landslide inventory information was
derived from 30m resolution Landsat images, which were extracted from the temporal information

from Google Earth Pro over the past ten years.

Table 1. Data Sources.

Date of access

DEM and its derivatives USGS (www.usgs.com) 22nd December, 2022
Landcover and Land use | ICIMOD (www.icimod.com) 22nd December, 2022
Geology, Road, River ICIMOD (www.icimod.com) 23rd December, 2022

B W N -

Landslide inventory Google Earth Pro 15th November, 2022

1.3. Data analysis

Data analysis was done after we collected all the required data for all the necessary parameters and
criteria. For this purpose, ArcGIS 10.8 was used. The data was input into GIS software and analyzed
using various analysis tools. The local municipality was extracted from the whole map of Nepal using
the Clipping tool. Factors such as slope, aspect, and curvature were derived from DEM using Spatial
Analyst Tools. Buffers of each causative factor were created using the Fuclidean Distance tool. Then,
the factors were reclassified using the Reclassify tool. The maps using AHP and FR were generated
using the Raster Calculator tool based on the criteria weights given by each method. Finally, these two

methods were compared using the ArcSDM tool.
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Figure 2. Methodological Flowchart.

1.3.1. FR Method

Determining the degree of correlation between landslide locations and landslide conditioning factors
is possible using the relatively simple frequency ratio model. The observed relationship between the
conditioning factors and the locations of landslides serves as the foundation for this model. The FR
model has a key advantage in that it can attain the rank of the causative factors with respect to a land-
slide occurrence as well as determine whether a given range of causative factor values will be threat-
ening in the case of a landslide occurrence or not (Oh et al., 2017). The FR method uses the landslide
occurrence frequency for each class in each factor to provide the weightage. It is calculated as below:
Ny [As;
YN/ A
Where Ni, j is the total landslides in the class j in factor i, Ai, j is the class area, NT is the total land-

FR (1)

slides, and AT is the total study area.
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1.3.2. AHP method

AHP is a multi-objective, multi-criteria decision-making approach that enables the user to determine
a scale instead of selecting from a range of potential answers (Saaty, 1980). A pairwise comparison
matrix is created by ranking each factor in relation to other factors, and this method solves the prob-

lem.

The consistency index in this model also referred to as the ratio of consistency (CR), is used to show
the likelihood that the matrix judgments were produced at random (Saaty, 1977, 1980, 1994 in Man-

dal, 2018). If the consistency ratio is 10% or less, it is considered valid.

1.4. Validation and Comparison

The relative operating characteristic (ROC) is a quantitative metric that was used in this study's vali-
dation process. The ROC curve is a helpful technique for illustrating the caliber of both probabilistic

and deterministic detection and forecasting systems (Swets 1988).

The area under the curve (AUC) that joins the plotted points is known as the ROC statistic. The inte-
gral calculus trapezoidal rule can be used to calculate the AUC (Schneider and Pontius, 2001).

V=3 =)y —v %) @)

Where Y is the AUC, and x and y, represent 1-specificity and sensitivity, respectively. The evaluation
model is more effective when it is closer to the upper left corner of the ROC curve. The size of the

AUC allows us to assess how well the models' overall explanation works.

2. RESULTS

The model was completed by taking into consideration the seven causative factors (slope, slope as-
pect, curvature, land use, river, and geology). The primary conclusions of this study come from the
data presented by the statistical analysis and weight calculation results of the correlation between the
susceptibility map, the causative factors, and the landslide inventory map. The results of reclassified

maps are shown below:

2.1. Reclassified Data

The data used for this project were turned into a raster file using ArcGIS 10.8 and then reclassified
into several classes. Reclassified maps of slope, aspect, and curvature were created from the Digital El-
evation Model (DEM) data using a surface analyst tool. Similarly, spatial analyst tools also reclassified

other data like road, stream, geology, and land use.
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2.2. Calculation

2.2.1. Frequency Ratio Method

To determine the occurrence of landslides in the Bhotekoshi Rural Municipality, the weight value of
the classes of landslide factors was calculated using frequency ratio methods. The frequency coeffi-
cient was nominal for all classes of factors, where the influence of each class of landslide factors on

slope instability was established.

The results of the FR model for each of the classes of effective factors are shown in Table 2. For slope
angle classes 0-10, 10-20, 20-30, 30-40, and >40, the FR values were characteristic (0.77, 0.88, 0.84,
1.43, and 0.95, respectively). This indicates that the likelihood of landslides increases as the angle of
inclination increases. In the aspect factor class, flat (0.44), southern (1.5), southwestern (1.45), west-
ern (0.65), eastern (3.18), northeastern (2.27), northern (0.83), southeastern (1.8), and northwestern
(0.01) sides had FR values <1, indicating a low probability of landslides, while values >1 indicated a
high probability. The very low FR value (0.01491) in the northwestern facing slopes suggested that
this aspect was statistically meaningless in landslide occurrence, probably because of lesser exposure
to rainfall and better drying patterns of solar activity in valleys of the Himalayas (Dahal et al., 2020).
For the curvature class, concave slopes had a high IR value (1.33), indicating a high probability of
landslides, while flat slopes had a low value (0.78). Convex slopes had an average FR value of 1.06.
The FR value for distance to stream was highest for distances >2000 (2.09) and lowest for distances
<500. This suggests that the probability of landslides increases as the distance from the stream in-
creases. For distance to road, the highest FR value was for distances <500 (1.45), while the lowest was
for distances 1000-2000. Similarly, for land use, the highest probability of landslide was for built-up
areas (3.71), while the lowest was for water areas (0.21). In terms of geology, higher values of FR are
in the Sangram Formation, which has a phyllite and metasandstone composition, as these will more
easily weather and slide when saturated (Khanal et al., 2022). In contrast, the Himal Group has the
lowest value of FR as it is composed of massive quartzite units that do not deform even under mon-

soon conditions (Upreti & Dhital, 2018). The complete calculation can be seen in the table below.

Table 2. FR Result Table.

Parameter Classes Class % Class Landslide % Land-  Fre-
Pixels  Pixels Pixels slide quency
Pixels ratio
20.4373 15.8451 | 0.77530
10°-20° 30339 0.9224 100 8.8028 0.88717
20°-30° 44184 14.4504 138 12.1479 | 0.84066
30°-40° 66703 21.8152 355 31.2500 | 1.43249
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>40° 102048 | 33.3748 363 31.9542 | 0.95744
305764 1136
Flat 86218 28.1976 142 12.5000 | 0.44330
North 54923 17.9625 170 14.9648 | 0.83311
North-East 11346 3.7107 96 8.4507 | 2.27739
East 12096 3.9560 143 12.5880 | 3.18202
South-FEast 48016 15.7036 322 28.3451 1.80500
South 13918 4.5519 78 6.8662 1.50843
South-West 11675 3.8183 63 5.5458 1.45242
West 49515 16.1939 121 10.6514 | 0.65774
North-West 18057 5.9055 1 0.0880 | 0.01491
Total 305764 1136 100.0000
Curvature Concave 80388 26.0628 396 34.8285 | 1.33633
Flat 149638 | 48.5145 434 38.1706 | 0.78679
Convex 78414 25.4228 307 27.0009 | 1.06207
Total 308440 1137
Distance to <500 92457 29.9296 307 19.8834 | 0.66434
Streams
500-1000 81823 26.4872 375 242876 | 0.91695
1000-1500 63140 20.4393 294 19.0415 | 0.93161
1500-2000 35552 11.5087 192 12.4352 1.08051
>2000 35943 11.6352 376 24.3523 | 2.09298
Total 308915 1544
Distance to <1000 131436 | 42.5476 954 61.7876 | 1.45220
roads
1000-2000 74690 24.1782 179 11.5933 | 0.47949
2000-3000 40610 13.1460 113 7.3187 0.55672
3000-4000 24594 7.9614 92 5.9585 0.74843
>4000 37585 12.1668 206 13.3420 | 1.09659
Total 308915 1544
Landuse Water 178573 57.8031 148 11.8590 | 0.20516
Shrub 1809 0.5856 2 0.1603 0.27368
Trees 114667 | 37.1171 916 73.3974 | 1.97746
Snow/Ice 5075 1.6428 50 4.0064 2.43884
Built up Area 8809 2.8514 132 10.5769 | 3.70934
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308933 1248
Himal Group 91030 30.8718 34 2.2354 | 0.07241
Lakharpatta Formation 40226 13.6422 535 35.1742 | 2.57834
Galyang Formation 39388 13.3580 44 2.8928 0.21656
Syangja Formation 23326 7.9107 104 6.8376 | 0.86434
Ranimatta Formation 45645 15.4800 146 9.5989 0.62009
Ulleri Formation 27429 9.3022 334 21.9592 | 2.36064
Ba 14455 4.9022 63 4.1420 | 0.84492
Sangram Formation 9583 3.2500 226 14.8586 | 4.57194
3783 1.2830 35 2.3011 1.79360

294865 1521

2.2.2. Analytical Hierarchical Process Method

The table shows a matrix of pairwise comparisons of all the factors studied. The weights for the seven
governing factors of Bhotekoshi Rural Municipality are estimated as follows: slope-0.36, aspect-0.05,
curvature-0.03, geology-0.27, road-0.11, land use-0.11 and river-0.04. As can be seen from the pair-
wise comparison matrix, the higher the weight, the greater the expected impact on the occurrence of a
landslide. The highest is slope and geology, which means most of their influence is on the occurrence
of landslides. The lowest rates are curvature and river, which indicates the least role of these factors

in the occurrence of landslides.

Table 3. Pairwise Matrix Comparison.

Factors Slope Geology Road Land Aspect River Curva-

use ture

Slope 1 2 6 7 6 6
Geology 0.5 1 5 4 6 5 5
Road 0.25 0.2 1 2 3 3 3
Land use 0.166667 0.25 0.5 1 5 4 4
Aspect 0.142857 | 0.166667 | 0.333333 | 0.2 1 2 2
River 0.166667 0.2 0.333333 | 0.25 0.5 1 2
Curvature 0.166667 0.2 0.333333 | 0.25 0.5 0.5 1
Sum 2.392858 | 4.016667 11.5 13.7 23 21.5 23
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Table 4. Criteria Weights.

Criteria Weights Ratio (A...)
Slope 0.3637 8.0449
Geology 0.2708 8.1794
Road 0.1125 7.9867
Land use 0.1180 7.5899
Aspect 0.0516 7.2795
River 0.0460 7.1102
Curvature 0.0365 7.3392
Asax (avg) 7.6471

The random index for seven parameters is 1.32. By calculations, we found the consistency index to
be 0.1078. Then, by dividing it by the random index, the consistency ratio was found to be 0.0817,

which is less than 0.1, indicating that our comparison was consistent.

2.3. Final Output Map

As we can see from both maps, the dark green areas show the areas with a meager chance of getting
landslides, bright green areas show a low chance of getting landslides, and yellow areas show mod-

erate ones. Likewise, orange and red areas show high and extremely high susceptibility to landslides,

respectively.
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Figure 10. Landslide Susceptibility Map using ~ Figure 11. Landslide Susceptibility Map using
the AHP method. FR Method.
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2.4. Comparison and Validation

Model validation is the last phase in mapping landslide susceptibility, which can be used to evalu-
ate the model's accuracy. A model's predictive rate curve, landslide relative density index (R-index),
receiver operating characteristic curve (ROC), and area under the curve (AUC) can all be validated

using different techniques (Wubalem et al., 2021).

The analysis's findings are displayed in Figure 13. The AUC of the FR model (0.710) indicates good
predictive accuracy whereas the AUC of the AHP model (0.611) is in the moderate range according

to the standardized classification of AUCs published by Hosmer and Lemeshow (2000).
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Figure 12. ROC Curve for AHP method. Figure 13. ROC Curve for FR method.

3. DISCUSSION

Through landslide susceptibility analysis for Bhotekoshi Rural Municipality, we can identify steep
slopes (>30°); northeast aspects; and the Sangram Formation had the highest likelihood of landslide
occurrence, and this is not surprising. Those risks are also recognized by several of the previous stud-
ies conducted in the Himalayas (Dahal et al., 2020; Regmi et al., 2021). The FR model (AUC=0.710)
was better than the AHP model (AUC=0.611) and this is consistent with Chen et al. (2021), which
suggests statistical methods will often outperform expert-weighed methods, especially in complex
terrains (Chen et al., 2021). Our findings of FR are bound by the application of existing landslides
inventories, and we did not conduct field verification. Therefore, inventories may only describe part
of the inventory of landslides (Lee & Pradhan, 2006). Just as the FR method had bounding issues by
applying existing landslide inventories without field verification, our AHP method did not have local

experts verify initial compared weights with a regional study and therefore, we have no quantification
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of confidence in the compound prioritization of the factors (Saaty, 2008) by our AHP weight. But we
were able to review and validate the weights generation for each layer of factors we applied as to avoid

including factors that lacked validity.

Notably, our results show 72% spatial agreement between FR and AHP high-risk zones (particularly
along the Sunkoshi River), though formal metrics like Kappa statistics weren’t computed — an area for
improvement highlighted by Pourghasemi et al. (2020). Compared to advanced studies incorporating
InSAR-derived displacement data (Kayastha et al., 2023) or rainfall thresholds (Meten et al., 2022),
our static analysis lacks temporal components, potentially underestimating risk during monsoon sea-
sons. These limitations notwithstanding, the strong correlation between our susceptibility maps and
recent landslide events in Bhotekoshi supports their utility for regional planning, particularly when
combined with community-based risk reduction strategies as recommended in Nepal’s National Ad-
aptation Plan (MoFE, 2021). Future work should focus on integrating open-source climate data (e.g.,

CHIRPS) and testing machine learning approaches to address current methodological constraints.

CONCLUSION

One useful tactic for lessening the damaging effects of landslides on the environment is landslide
susceptibility mapping. The Bhotekoshi Rural Municipality's landslide susceptibility map was made
using the FR and AHP techniques. Seven causative factors were selected based on the data availability
and effectiveness. The data provided by the statistical analysis and weight calculation results of the
correlation between the susceptibility map, the causative factors, and the landslide inventory map
form the basis of this study's main conclusions. They indicate that landslides occur on slopes between
30 and 40 degrees, as well as slopes over 40 degrees with an east or northeast orientation. Curvature
is the final factor used for landslide susceptibility mapping, and almost all classes assign equal weight
to it. It was found that the FR value of distance to stream, the highest value for the distance >2000,
was found, whereas the lowest value was found to be for <500. Hence, the probability of landslides
increases as the distance from the stream increases. Also, for the FR value of distance to road, the
highest value for the distance <500 was found, whereas the lowest value was found to be for 1000-
2000. In the same way, for land use, it was found that the highest probability of landslide was found
for built-up areas, whereas the lowest was for water areas. As for geology, the highest value is for
the Sangram Formation and the lowest is for the Galyang Formation. The accuracy of the landslide
susceptibility model was evaluated using the ROC curve. For our frequency ratio model, the AUC
prediction rate curve value is 0.710, indicating that the model is more accurate than the AHP method

for this study area.

Our research has a few limitations. Our reliance on secondary data introduces possible inaccuracies
with landslide positioning (+10-30 m); this is a problem particularly in steep terrain, where relative-

ly minor displacements may hold substantial implications on susceptibility (notably Guzzetti et al.,
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2012; Meten et al., 2022). While the results remain useful in terms of regional planning, site-specific
applications must be field verified. Due to data availability, this study was limited to topographic,
geological, and land use factors, but excluded dynamic factors such as rainfall intensity, soil moisture,
and seismicity. These factors may greatly influence landslide initiation (Dahal et al., 2012); hence,
omitting them may potentially reduce the outcomes of this study in terms of predicting landslide
risk as dynamic conditions alter. Future studies could include, for example, remotely sensed rainfall
data derived from the Climate Hazards Group InfraRed Precipitation with Station data (CHIRPS), or
regional seismic micro tagging maps, as these would help to address the lack of these types of fac-
tors in the study. Moreover, this study does not account for the temporal changes that may influence
landslide susceptibility. Overall, this study demonstrated that the FR and AHP approach for mapping
landslide susceptibility in the study area was simple, reliable, and effective. Furthermore, it is found
that FR is comparatively more accurate than AHP. These landslide susceptibility maps can prove to
be helpful for government agencies, planners, decision-makers, and other concerned authorities to
mitigate the effects of landslides and plan preventive and strategic ways to deal with existing and

future landslides.
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ABSTRACT

The rapid increase in urban population has intensified the demand for infrastructure, resulting in the conver-
sion of natural surfaces, particularly vegetation, into built-up areas. Such non-vegetated surfaces absorb and
store more heat, contributing to higher land surface temperatures. This change in land cover is seen to incre-
ase the land surface temperature. Kathmandu has experienced rapid urban growth over the past few decades.
Recently, Kathmandu has been identified as being on the verge of climate change, especially in the context
of urban warming. This study has incorporated remotely sensed Landsat data, utilizing remote sensing tech-
niques, to effectively quantify the spatial extent of urban growth and its impact on land surface temperature
in Kathmandu Valley, Nepal. In this research, we employed supervised classification and change detection to
identify the spatial trends of land-use and land-cover change. After that, we obtained the spatial pattern of
LST using the thermal band of Landsat images. Based on our analysis, we found that the urban area increased
by 13% during the period from 2013 to 2019. The surface temperatures were greater for bare soil and urban
land use types. The land surface temperature ranges obtained were -3.270°C to 36.460°C in 2013, -1.910°C
to 27.030°C in 2016, and 13.260°C to 40.840°C in 2019. To mitigate urban warming, strategies such as ex-
panding urban forestry, adopting reflective building materials, and promoting sustainable urban planning are
recommended for Kathmandu Valley.
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INTRODUCTION

Urban population growth increases the need for infrastructure, resulting in the loss of vegetation and
its replacement with heat-absorbing built surfaces. This change in land cover results in an increase in
land surface temperature. Nepal is one of the ten least urbanized countries in the world (Joshi, 2023).
However, it is also one of the top ten fastest urbanizing countries. In 2014, the level of urbanization
was 18.2%, with an urban population of 5,130,000, and a rate of urbanization of 3% (Timsina et
al., 2020). Between 1978 and 2000 A.D,, studies in the Kathmandu Valley found a growth rate of
approximately 450% in urban areas. Additionally, the temperature in the Kathmandu Valley has been
recorded as 30 °C in 2005, 31 °Cin 2012, and 35 °C in 2015 (Ishtiaque et al., 2017).

Land surface temperature means the skin temperature of the surface. It depends on isolation and
the nature of the surface or object material. Generally, water bodies, vegetative areas, and wet soil
are cooler than bare soil, sand, metal, and built-up areas. Therefore, a positive relationship exists be-
tween LST and urbanisation (K.C. & Shepherd, 2015). Satellite-based LST can be determined from
thermal emission at wavelengths in either infrared or microwave, which are “atmospheric windows”.
However, many uncertainties are involved in retrieving LST from radiance, which is directly mea-
sured by sensors onboard. Thermal infrared (TIR)-based LST retrievals are less uncertain than micro-
wave-based ones because of the smaller range of variation of surface emissivity in the TIR domain and

the stronger dependence of the radiance on temperature (Hulley et al., 2019).

Thus, urban growth has been identified as a critical process in the valley. It has led to population in-
flux, environmental deterioration, urban fragmentation, haphazard landscape development, stress on
ecosystem structure, and alteration of land use patterns (Akher & Chattopadhyay, 2017). According
to UN-HABITAT (2015), Kathmandu is vulnerable to the impact of climate change. Therefore, this
research claims to investigate the effect of urban growth on land surface temperature in the valley,
since LST is an essential factor controlling urban climate (Kathmandu Valley, Nepal: Climate Change
Vulnerability Assessment (Inu Pradhan Salike, 2015)

The main objective of this study is to quantify the spatial extent of urban growth, assess its influence
on land surface temperature patterns, and examine temporal changes in thermal behaviour across
the Kathmandu Valley. Additionally, the study aims to provide evidence-based insights to support

sustainable urban planning and climate-responsive strategies.

1. MATERIALS AND METHODS

1.1 Study Area

The study area is Kathmandu Valley of Nepal, which is in the Latitude range of 27°34'33"N to 27°49'4"
N and the Longitude range of 85° 11' 19" E to 85° 34' 57" E as shown in Figure 1. The Kathmandu
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Valley comprises the districts of Kathmandu, Lalitpur, and Bhaktapur. The average elevation is 1300
meters above mean sea level (Thapa & Murayama, 2012). It is surrounded by four high hills: Shivpu-
1i in the northwest, Chandragiri in the southwest, Nagarjun in the northeast, and Phulchoki in the

southeast. Their altitude ranges from 1500 m. to 2800 m (Bhattarai et al., 2017).
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Figure 1. Study Area.

This valley was selected for this research due to its status as a rapidly urbanizing region experiencing
significant landscape transformation, which provides a critical context for analyzing urban thermal

impacts (Rimal et al., 2018).

1.2 Workflow

The overall workflow adopted for analyzing land surface temperature (LST) and urban growth in
Kathmandu Valley is shown in Figure 2. The process begins with the acquisition of Landsat images
for the years 2013, 2016, and 2019, followed by preprocessing steps including radiometric correc-
tion, atmospheric correction, and subsetting (clipping) to focus on the study area. LST is then derived
from the thermal bands, and image classification is performed to identify different land cover types.
Subsequently, LST classification and urban area analysis are carried out, followed by change detection
to examine spatial and temporal trends. The final step involves analysis and verification to ensure the

accuracy and reliability of the results.
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Figure 2. Workflow.

The primary dataset for this research consists of Landsat 8 imagery from the Operational Land Im-

ager (OLI) and Thermal Infrared Sensor (TIRS), Collection 1 Level-1 products, acquired on March
26, 2013; March 15, 2016; and January 3, 2019. Although more recent Landsat images (e.g., 2022,

2025) could provide updated information on land surface changes, this study focuses on the period

2013-2019 due to data availability and to maintain temporal consistency for trend analysis. Future

research could incorporate more recent imagery to examine ongoing urban growth and LST dynam-

ics.. These Landsat data can be freely accessed from the USGS portal and are processed by NASA to

generate radiometric calibration and atmospheric correction algorithms for the Level-1 products.

Landsat images are among the widely used satellite remote sensing data. Their spatial, spectral, and

temporal resolution made them useful for mapping and planning projects (Wulder et al., 2019).
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1.4 Radiometric Correction

Radiometric correction was applied to minimize errors in the satellite image’s digital numbers (DN).
This process enhances the quality and comparability of remotely sensed data, especially across mul-
tiple time periods (Chander et al., 2009). We used the empirical formula method for radiometric
calibration. DN values were converted to Top-of-Atmosphere (TOA) reflectance using band-specific

gain and bias values from the metadata:
TOA Reflectan ce = Gain * DN + Offset (1)

After conversion, TOA reflectance was adjusted for solar elevation using band math with the follow-

ing expression:

Corrected Reflectan ce = TOA Reflectan ce/ sin (44.34755968°) 2)

1.5 Atmospheric Correction

Atmospheric correction removes the effects of the atmosphere to derive surface reflectance, improv-
ing image interpretability (Rumora et al., 2020). Accurate correction requires parameters like water
vapor and aerosol distribution. Without such data, we used the Dark Object Subtraction (DOS)
method, which assumes some pixels are in complete shadow and their radiance is due to atmospheric
scattering. This path radiance is subtracted from all pixels. While less accurate, DOS is helpful when

atmospheric data is unavailable.

1.6 Land Surface Temperature

Land surface temperature was retrieved from the thermal infrared band of Landsat images (band 10

of Landsat 8). The basic steps for the retrieval of LST are given below:
Conversion of pixel values to radiance:

The pixel values from digital number units were converted into radiance using the header file’s pa-

rameters of Landsat images as follows:
L;=ML* QCAL +AL (3)

This converts raw digital numbers (DN) from the satellite sensor into spectral radiance values, where
ML represents the multiplicative rescaling factor, QCAL is the quantized calibrated pixel value, and

AL is the additive rescaling factor, both obtained from the Landsat metadata file.
Atmospheric correction:

Removal of atmospheric effects from the thermal bands is essential to convert radiance to reflectance

measures. Therefore, atmospheric correction uses the Dark Object Subtraction (DOS) Method.
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Conversion of spectral radiance to at-sensor brightness temperature (BT):

Radiance values were then converted to at-sensor brightness temperature (in Celsius).

Bl'=——F——=—273.15 4)

Here, — 273.15 is the Kelvin temperature constant.
Determination of Land Surface Emissivity (LSE):

Emissivity was estimated based on land cover type. The Portion of Vegetation (PV) is calculated as

given in equation (5).

_( NDVI—NDVI,. }
PV = < NDVLI,JX—NDVLni,I> ®)
LSE = 0.004 * PV +0.986 ©)

Land surface emissivity is calculated using the vegetation proportion, where the coefficients 0.004
and 0.986 are empirically derived constants that account for the emissivity characteristics of vegetat-

ed and non-vegetated surfaces.
Land Surface Temperature retrieval:

LST was calculated using the corrected brightness temperature and emissivity, applying the following

formula:

LST = L )
1+(2+ 8 s mrse)

Where, A is the central band wavelength of emitted radiance (11.45 pm)

0= (22 )= (1.438 % 10 mK) ®

with h is Planck’s constant (6.62*%107%]s), ¢ is the velocity of light (2.998*10° m/s) and ¢ is the Boltz-
mann constant (1.38%10% J/K).

1.7 Image Classification

In image classification, we prefer supervised classification, which is a pixel-based approach. Since
supervised classification has generally been recommended for evaluating segmentation results, and
because classification accuracy is also believed to be highly dependent on the quality of segmentation
(Liu & Xia, 2010). Hence, supervised classification was thought to lead to a more accurate classifi-
cation of our project work (Maxwell et al., 2018). Similarly, this method uses the spectral signature
defined in the satellite image (Talukdar et al., 2020).

43



i ADVANCES IN GEOMATICS VOLUME 03 « ISSUE 01 « OCTOBER 2025

1.8 Change Detection

The change detection approach is based on subtracting images acquired twice. This is performed on a
pixel-by-pixel level to create the difference image. In the process, the pixel value is deducted from the
initial and final images. Image differencing was used to detect urban changes in the images acquired
in 2013, 2016, and 2019, specifically comparing the 2013 image.

2. RESULTS

2.1Land Use Land Cover Change

Supervised maximum likelihood classification was applied to Landsat imagery to generate Land Use
Land Cover (LULC) maps for 2013, 2016, and 2019 (Figures 3-5). The classification identified three
primary land cover categories: urban areas, forest cover, and cultivated land. This categorization
enabled systematic analysis of spatial and temporal changes associated with rapid urbanization in
Kathmandu Valley.

The classified maps reveal distinct spatial patterns of land cover transformation. Urban areas are
predominantly concentrated in the central valley floor, while forest cover remains largely distributed
along the peripheral hills. Cultivated land occupies the intermediate zones between urban centers and
forested hillsides. Over the six-year study period, a clear trend of urban expansion emerged, charac-

terized by the conversion of both agricultural and forest lands into built-up areas.

LULC 2013

- 1:uban
- 2 forest
3: culivation

Coordinate System:
GCS WGS 1984
Datum: WGS 1984
Units: Degree

Figure 3. Supervised the Classification of Land Cover for analyzing the urban growth in 2013
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Figure 4. Supervised the Classification of Land Cover for analyzing the urban growth in 2016.

LULC Map of Kathmandu Valley 2019
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Figure 5. Supervised the Classification of Land Cover for analyzing the urban growth in 2019.

Table 1 presents the pixel count for each land cover class across the three time periods. The urban
class showed a substantial increase from 681,405 pixels in 2013 to 1,026,126 pixels in 2019, repre-
senting approximately 50% growth. Conversely, forest cover declined dramatically from 650,982 pix-
els in 2013 to 339,749 pixels in 2016, though it showed partial recovery to 438,169 pixels by 2019.
Cultivated land exhibited fluctuating trends, increasing from 572,177 pixels in 2013 to 745,718
pixels in 2016, before declining to 640,269 pixels in 2019.
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Table 1. Total Pixels of Every Land Cover Class.

Urban 681405 819097 1026126
Forest 650982 339749 438169
Cultivation 572177 745718 640269

Table 2 translates these pixel counts into actual area coverage (in square meters), providing a more
tangible understanding of landscape transformation. Urban areas expanded from 613.26 million m?
in 2013 to 923.51 million m? in 2019, reflecting an increase of over 310 million m?. Forest cover
decreased from 585.88 million m? to 394.35 million m?, representing a loss of approximately 191.53
million m? over the study period. Cultivated land increased initially to 671.15 million m? in 2016 but

subsequently declined to 576.24 million m? by 2019.

Table 2. Total Area coverage of every land cover class.

Urban 613264500 737187300 923513400
Forest 585883800 305774100 394352100
Cultivation 514959300 671146200 576242100
Total 1714107600 1714107600 189410760

The percentage distribution of land cover classes (Table 3) provides critical insights into the propor-
tional changes across the landscape. Urban areas increased from 35.78% of the total study area in
2013 to0 48.76% in 2019, marking an increase of nearly 13 percentage points. This substantial growth
came primarily at the expense of forest cover, which declined from 34.18% to 20.82%. Cultivated
land maintained relatively stable coverage, varying between 30.04% and 30.42% across the study

period, though it experienced intermediate fluctuations.

Table 3. Total percentage coverage of every land cover class.

35.7774798
34.1801063
30.0424139

Urban

Forest

43.0070609
17.8386759
30.1542631

48.75717726
20.8199418
30.42288094

Cultivation
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2.2 Temporal Change Detection Statistics of Urban Growth

Change detection analysis was performed to quantify land cover transitions between the study peri-
ods. Tables 4 and 5 present the change statistics between 2013 and 2016, while Tables 6 and 7 show
the changes between 2016 and 2019.

Table 4 presents the percentage change matrix for the 2013-2016 period. The matrix shows that
76.66% of urban areas remained stable, while 17.42% of new urban area came from forest conver-
sion and 32.04% from cultivated land. Forest areas experienced significant transformation, with only
50.11% remaining as forest, and 49.90% undergoing class changes. Cultivated land showed 67.12%
stability, with losses primarily to urban expansion. The image difference row indicates urban areas
increased by 20.21%, forest decreased by 47.81%, and cultivated land increased by 30.33%.

Table 4. Percentage Change Statistics Table between years 2013-2016.

Percentage Cultivation Row Total Class Total
Urban 17.418 32.042 100 100
Forest 50.105 0.834 100 100

Cultivation 32.477 67.123 100 100

Class Total 100 100 0 0

Class Changes 49.895 32.877 0 0
Image Difference -47.81 30.33 0 0

Table 5 translates these percentages into actual area changes (in square meters) for 2013-2016. Urban
areas expanded by 123.93 million m?, growing from 613.26 million m? to 737.19 million m?. This
expansion occurred through the conversion of 102.05 million m? of forest and 165.00 million m?
of cultivated land. Forest cover declined dramatically by 280.11 million m?, decreasing from 585.88
million m? to 305.77 million m?. Cultivated land showed a net increase of 156.19 million m?, rising

from 514.96 million m? to 671.15 million m?.

Table 5. Area Change Statistics between years 2013-2016.

Cultivation

Area (sq. m) Urban Forest Row Total Class Total
Urban 470135700 102047400 165004200 737187300 737187300
Forest 7919100 293558400 4296600 305774100 305774100

Cultivation 135209700 190278000 345658500 671146200 671146200
Class Total 613264500 585883800 514959300 0 0
Class Changes 143128800 292325400 169300800 0 0
Image Difference 123922800 | -280109700 156186900 0 0
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Table 6 presents the percentage change matrix for the period 2016-2019. Urban areas maintained
64.04% stability, with 40.30% of new urban areas derived from cultivated land and a minimal contri-
bution (0.31%) from forest. Forest areas exhibited only 35.58% stability, with 64.42% of the land un-
dergoing class changes, while cultivated land had the lowest stability at 28.00%, with 72.00% of the
land transitioning. The image difference indicates urban areas increased by 0.86%, forests increased
by 28.97%, and cultivated land decreased by 14.14%.

Table 6. Percentage Change Statistics Table between years 2016-2019.

Forest Cultivation Row Total Class Total

Urban

Forest

Cultivation
Class Total
Class Changes

Image Difference

Table 7 presents the area-based change statistics for 2016-2019. Urban areas expanded by 186.32
million m?, increasing from 737.19 million m? to 923.51 million m?. This growth primarily came
from cultivated land conversion (270.48 million m?). Forest cover increased by 88.58 million m?,
rising from 305.77 million m? to 394.35 million m?, largely through conversion from cultivated areas
(196.03 million m?). Cultivated land declined by 94.90 million m?, decreasing from 671.15 million

m?2 to 576.24 million m?2.

Table 7. Area Change Statistics between years 2016-2019.

Area (sq. m) Urban Forest Cultivation Row Total Class Total

Urban 472086000 946800 270480600 743513400 743513400

Forest 72837000 108792900 212722200 394352100 394352100

Cultivation 192264300 196034400 187943400 576242100 576242100
Class Total 737187300 305774100 671146200 0 0
Class Changes 265101300 196981200 483202800 0 0
Image difference 6326100 88578000 -94904100 0 0

Overall, the change detection analysis reveals that urban areas expanded by approximately 310.25
million m? between 2013 and 2019, with cultivated land serving as the primary source of urban ex-
pansion throughout the study period. Forest cover showed a net decline of 191.53 million m? despite

the partial recovery in the later period.
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The urban growth graph for the study area's time periods is illustrated in Figure 6. The graph shows
us that the urban growth is gradually increasing. The temporal LULC trend, illustrated in Figure 6,
demonstrates a consistent upward trajectory of urban growth over the six-year study period. The data
clearly reveal that urbanization has been the dominant driver of land transformation, often occurring
at the expense of forest and agricultural lands. This pattern suggests unplanned urban sprawl and
underscores the urgent need for effective land-use management strategies to ensure sustainable urban

development.

Urban

1E+09
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GO0000000
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200000000
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Figure 6. Chart of total area coverage by urban growth.

3. MITIGATION STRATEGIES

To mitigate the impacts of rapid urban growth and rising land surface temperatures in Kathmandu
Valley, targeted actions are needed. Expanding green spaces through tree planting along the Ring
Road, major city areas, and dense neighborhoods, as well as promoting green roofs can reduce heat
buildup. Cool roofs in industrial zones, light pavements in public spaces, and reflective facades in
new residential areas should be encouraged. Integrating climate-responsive architecture that blends
traditional Nepali design with modern passive cooling can further reduce heat stress. Strengthened
public awareness, community involvement, and strict enforcement of planning and building codes

are also vital for effective heat mitigation in the Valley.

The implementation of these mitigation strategies requires coordinated efforts from government
agencies, municipal authorities, private developers, and citizens. While individual measures provide
benefits, the synergistic effect of combined strategies would be most effective in addressing the urban
warming challenge. Given the rapid pace of urbanization documented in this study, immediate action

is imperative to ensure a sustainable and livable future for Kathmandu Valley.
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4. DISCUSSION

4.1Land Surface Temperature

The LST maps of the study area in 2013, 2016, and 2019 are shown below. LST ranged from -3.270°C
to 36.460°C in 2013, -1.91°C to 27.030°C in 2016, and 13.260°C to 40.840°C in 2019. The maxi-
mum temperature declined sharply in the year 2016 by around 90°C. However, the minimum tem-
perature has been increasing in subsequent years. There is a sudden decline in the maximum tem-
perature from 2013 to 2016, as some days of the year in the past could have been hotter, despite the
influence of the urban warming phenomenon caused by urban growth over time. LST pattern analysis
indicates a low temperature, represented by a blue tone, at the edges of all maps, which corresponds
to the forest area. The yellow patch in the middle represents the urban settlements, and the red patch-
es at the edges represent bare soil and even rocks in the high cliffs. A similar trend was observed in
studies conducted by Tran et al. (2017)

LST 2013

Low: -3.2761

Coordinate System:
GCS WGS 1984
Datum: WGS 1984
Units: Degree

Figure 7. LST of Kathmandu of the years 2013.
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LST Map of Kathmandu Valley 2016
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Figure 8. LST of Kathmandu of the years 2016.

LST Map of Kathmandu Valley 2019
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Figure 9. LST of Kathmandu of the years 2019.
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Extreme fluctuations in temperature that were observed between 2013 and 2016 in this paper may
have been driven by seasonal or meteorological conditions, a factor also noted by Rani et al. (2021)
with respect to the temporal stability of Land Surface Temperature (LST). The observed spatial tem-
perature distribution, which was cooler on the vegetated perimeter and hotter in the urban core,
corresponds with recent research on the Urban Heat Island (UHL) effect in Kathmandu Valley. For
example, Khatri et al. (2025) also documented an intense and intensifying UHI effect in the valley,
linking land surface temperature increases directly with the expansion of built-up areas. Additionally,
the distinct differences in LST that were observed based on land cover (i.e., built-up areas and bare
soil having the highest) is consistent with the scientific literature on global land and the thermal prop-
erties of landscapes and other articles such as Guha et al. (2021). These comparisons reinforce that
the dynamics of LST in the Kathmandu Valley configuration reflect localized urban expansion within

the larger scope of globally observed climate patterns.

CONCLUSIONS

The study revealed a high rate of urban growth in the Kathmandu valley. The primary drivers of
such growth are high population influx and inadequate land use planning. As a result, productive
agricultural land and open areas are being replaced by concrete structures. This trend will become
more severe unless proper land-use plans and policies are implemented. Based on our analysis of the
thermal pattern of the study area over the given period, we found a gradual increase in temperature in
the urban area. The study proved that the surface temperature is influenced by urban growth. How-
ever, the study had some limitations. The resolution of the images was just moderate for classification
and change detection purposes. Despite a massive repository of Landsat imagery, it can sometimes be

challenging to find suitable photos that meet our requirements.

Hence, we recommend that, as urban growth in the Kathmandu Valley is in a critical condition, it is
high time that concerned authorities take necessary initiatives and that urban residents develop re-
silience to urban growth. We also recommend using high-resolution images and other classification

methods to accurately classify land cover to detect urban development in the area.
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ABSTRACT

Coastal areas where the majority of the society live are exposed to geographical changes. Observing the chan-
ging coastline and usage areas is important in terms of efficient use of the areas and directing the future.
Remote Sensing (RS) is used effectively in change detection analyses and spatial studies in the recent years.
This paper focuses mainly on the coastal line changes of Trabzon, Turkey by using Geographic Information
Systems (GIS) and Remote Sensing (RS) by examining the Landsat and Google earth images. Landsat images
were obtained for 2002, 2009, 2015, 2021 and Google earth data were provided for 2002, 2012, 2021 years.
The land use type of the changing areas were examined using the 2000 and 2018 Corine data. According to the
results of the study, it was observed that there was a remarkable growth in the coastal areas towards the sea. It
has been concluded that this growth is mostly formed by the filling areas built into the sea. After the evaluation
with Corine data, it has been determined that the areas that have changed have turned into sports, recreation,
highway and port areas in 20 year period.
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INTRODUCTION

For centuries, coastal areas have been one of the most preferred places for communities to settle. The
fact that coastal areas are so important for communities has continued until today with factors such
as trade, tourism, raw material source (sand, salt, mining areas), defence (sea bases, military areas),
transportation, irrigation, energy, food and socio-cultural factors. Coastline is “the line formed by the
junction of the points where water touches the land in seas, lakes and rivers, except in cases of {lood”;
The coastal edge line is defined as "the natural border of sandy, gravelly, rocky, stony, reedy, swamp
and similar areas in seas, lakes and rivers where water movements occur in the land direction after
the shore line" (Coastal Law No. 3621).

Changes in coastal areas include deterioration in the coastline that occur naturally or by human
means. Coastal changes are called coastal advance or coastal regression. Coastal recession can occur
due to factors such as melting of sand, coastal erosion, waves and sea currents. On the other hand,
coastal progress can be formed by filling materials carried by water (Bird, 2008). The physical change
of coastal areas affects many lives. In terms of ecological life, the routes of migrating birds are chang-
ing, and the habitats of many plants are affected. This situation disrupts the balance of nature and
affects environmental pollution (Martinez et al., 2007). Turkey is surrounded by seas on three sides,
has a total coastline of 8,333 km, and is a country where the concept of coast is of great importance.
Coastal areas are globally recognized as focal points of human and economic activities, and this pat-
tern is also observed in Tturkiye (Akkaya, 2004; Kocadagl, 2022).

Satellite remote sensing (RS) has revolutionized the observation of the Earth by enabling more ac-
curate information to be obtained through the systematic evaluation of land surfaces (Yilmaz, 2004,
Yongxue et al., 2019). There is an increase in the use of satellite images in the discipline of cartog-
raphy due to the fact that satellite images provide continuous information, ease of updating, update
speed, absence of legal obstacles in taking and evaluating images, and especially increasing geometric
accuracy with high resolution satellite images (Mutluoglu & Yakar, 2005; Mdller et al., 2012; Mutlu-
oglu et al., 2015; (Mutluoglu et al., 2016). Medium-resolution RS images have been widely used in
various studies including, agriculture, landuse /cover mapping, change detection, object determina-
tion, urban expansion, deforestation, land degradation, shoreline change (Lu et al., 2007; Wu, 2007;
Duveiller et al., 2008; Seto and Fragkias, 2005; Yu et al., 2011).

While Geographic Information System (GIS) is a system that performs location-based data acquisi-
tion, analysis, storage and presentation on the earth's surface for a specific purpose, RS technology is a
technology for creating a data base. In recent years, RS and GIS technologies have been used effective-
ly in coastline changes and spatial observations. Variation analysis provides a method for comparing
images of an object taken at different times or under different conditions. There are many studies

in this field in the national and international literature (Korkut et al., 2008; Dogan, 2008; Erener &
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Diuizgtin, 2009; Kirui et al,. 2011; Chen et al., 2012; Olgun, 2012; Sekovski et al., 2012; Hussain et
al., 2013; Kaya, & Toroglu, 2015; Ma et al., 2016; Mishra et al., 2017; Nassar et al., 2018; Akdeniz,
2021; Erener & Yakar, 2012; Erener & Yakar, 2015; Uzan & Ozcan, 2016; Sart &Yiiksel, 2020).

In the Akdeniz (2021) study, orthophoto maps of the years 1957, 1964, 1972, 1993, 2009, 2018,
2020 were used to examine the short- and long-term changes on the shores of the Kii¢tik Menderes
Delta. It was determined that there was an accumulation of up to 37.01 ha in the Ku¢tik Menderes
Delta between 1957 and 2020 and the length of the coastline decreased by 172.17 m. Nassar et al.
(2018) examined the 27-year coastline change along the North Sinai coast of Egypt. Satellite data ac-
quired at different times from the Landsat Thematic Mapper (TM), Enhanced Thematic Mapper Plus
(ETM+), and Operational Land Imager/Thermal Infrared Sensor (OLI/TIRS) were processed in Arc-
GIS using scripts developed in the Python programming language. Kirui et al. (2011), the coastline
change of Mangrove Forest land, which is very important to the people of Kenya, was analysed using
red, near-infrared and middle-infrared bands of Landsat Thematic Mapper (TM) satellite images and
aerial photographs and SRTM data for the years 1985, 1992, 2000 and 2010. In this study; it is aimed
to monitor and analyse the change of the Trabzon coastline between 2002-2021. Google Earth and
Landsat 5 and Landsat 8 satellite images with different resolutions were used for analysis. With the
help of GIS-based analyses, areas of spatial change in the coastline have been determined over a 20-
year period. The usage purposes of the landfills in coastal areas were examined with the help of Coor-
dination of Information on the Environment (Corine) 2006 and 2018 data. With the help of the data

obtained, the land use type of the areas that make up the change in the coastline has been revealed.

1. MATERIALS AND METHOD

1.1Study area and data

The study area is the province of Trabzon, located in the northeast of Turkey. In the province, which
has a coast to the Black Sea, they form small plains where the rivers reach the sea (Pural, 1995). These

plains are places where crowded settlements are seen, although their lands are fertile (URL-1).

Due to the mountainous nature of the province, the settlements are scattered in the villages, on the
other hand they are very close to each other at the coastal region. This both caused the formation of
unplanned urbanization and led to studies to enlarge the city centre area by filling the sea. The study

area is shown in Figure 1.
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Figure 1. Study area.

In this study, 30 m resolution reflective bands Landsat 5 images of 2002 and 2009 and 30 m resolu-
tion reflective bands Landsat 8 images of 2015 and 2021 were used. Landsat images are downloaded
free of charge from Earth explorer platform (https://earthexplorer.usgs.gov). Google Earth is a web-
based computer program that displays photos of different resolutions obtained at different times from
various satellites on Earth. Google Earth, which was initially released on June 11, 2001, has enabled
detailed viewing of most cities worldwide since June 2006. In this study, using Landsat data as well
as google earth data, analyses were applied from two different systems and compared. In this context,
Google Earth images of the area for the years 2002, 2012, 2021 were downloaded and used. In ad-
dition, 100 m resolution Corine data for the years 2000 and 2018 were used to obtain land informa-
tion. The Corine Project, which started in Portugal in 1985, is a system that includes the land cover
and land use of all European countries (Tekin, 2019). The aim is to create a common database in the
system where information is collected and shared over the cartographic map according to priority
issues such as water, vegetation and land cover determined by the European Environment Agency
(ACA). Turkey joined the project in 1998. Initial studies were completed in 2008 using 2000 Landsat

satellite images.

A common classification language is used to express the areas that make up the land within the scope
of the project. Classifications were made according to land use patterns. The classification, which
consists of five basic classes, has 44 subclasses. Corine data was downloaded from the Corine Project

website (https://land.copernicus.eu/). Also in the study, Turkey's Civil Boundaries Map was down-
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loaded free of charge from the General Command of Mapping's website (https:/www.hgk.msb.gov.tr/)

and used as a base for the district borders map. The data used are shown in Table 1.

Table 1. Data Used.

Data Name Year Format Resolution (m)
Landsat
2002 Raster 30(MS bands)
Landsat 5MS
2009 Raster 30(MS bands)
2015 Raster 30(MS bands)
Landsat 8
2021 Raster 30(MS bands)
Google Earth
Landsat/Copernicus 210
. 2002 Raster
Maxar Technologies 0.3
Maxar Technologies 2012 Raster 0.3
Maxar Technologies 0.3
. 2021 Raster
CNES/Airbus 0.5
2006 Raster 100
Corine
2018 Raster 100
Tiirkiye administra-
Vector
tive boundaries

1.2 Method

The flow chart of the study is shown in Figure 2. In order to fit the images saved as images from the
Google Earth Pro program to their real coordinates on the world, georeferencing has been included
and the coordinate system has been defined. All satellite data, spatially overlapped with Landsat data,
are masked for the Trabzon Degirmendere coastal region where the change occurred. Since the focus
of the study is coastal change, two basic classes, sea and land, were created and samples were collect-
ed from the sea surface and the land surface. Supervised classification was applied with the samples.
The classified raster data was converted into polygons and lines, and after editing, the changing areas
of the coastline were determined using the polygon difference method. These processes were repeated
for all satellite images. The obtained data and Corine data were masked with the district boundaries,
then the Corine data were divided into categories and organized. Finally, the land use transformation

was determined by overlapping the areas where the change occurred with the Corine data.
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Figure 2. Process steps.

2. RESULTS

2.1 Landsat change analysis

The changing areas of the coastline were determined as a result of the supervised classification pro-
cess by creating two basic classes, sea and land, with Landsat satellite images of 2002, 2009, 2015,
2021. Area calculations of images belonging to different years were obtained. It has been determined
that the coastal area has grown by 142.18 hectares between 2002-2009, 61.34 hectares between
2009-2015, 56.76 hectares between 2015-2021. The area changes of the 260.30 ha growing area in

total over the years are shown in Table 2.
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Table 2. Landsat coastal change areas.

Year Range Area Difference (ha) Change Period (Annual)
2002 — 2009 142.18 7
2009 - 2015 61.34 6
2015 -2021 56.76 6
2002 - 2021 260.30 19

By overlaying the images, the locations of the changed areas were determined. The changed areas are

shown in Figure 3.
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Figure 3. Coastline change map produced with Landsat images.
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The change rates of Trabzon province, which underwent a coastal change of 260.30 hectares between

2002 and 2021, were converted into a pie chart and shown in Figure 4.

Rate of Shore Filled in Years

m 2002-2009
2008-2015
m2015-2021

Figure 4. Ratio of fill areas of Trabzon coastline.

2.2 Google Earth change analysis

The changing areas of the coastline were determined as a result of the supervised classification pro-
cess by creating two basic classes, sea and land, with Google Earth satellite images for the years
2002, 2012 and 2021. Area calculations of images belonging to different years were made. The area
measurements derived from images acquired in different years were systematically evaluated. It has
been determined that the coastal area has grown by 162.62 hectares between 2002-2021 and 72.44
hectares between 2012-2021. The area changes of the 235.06 hectares growing area in total over the

years are shown in Table 3.

Table 3. Google Earth coastal change areas.

Year Period Area Difference (ha) Change Period (Annual)
2002 - 2012 162.62 10
2012 - 2021 72 .44 9
2002 - 2021 235.06 19

By overlaying the images, the locations of the changed areas were determined. The changed areas are

shown in Figure 5.

The change rates of Trabzon province, which underwent a coastal change of 235.06 hectares between
2002 and 2021, are shown in Figure 6, which has been converted into a pie chart. The percentage
distribution indicates that 31% of the total coastline change occurred between 2002 and 2012, while
the remaining 69% occurred between 2012 and 2021.
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Figure 5. Coastline change map produced with Google Earth images.
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Figure 6. Ratio of fill areas of Trabzon coastline.
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2.3 Comparison of Landsat and Google Earth Studies

In the studies conducted for the same region between 2002-2021, the spatial change of the Trabzon
coastline was 260.30 hectares with Landsat satellite images, while it was 235.06 hectares with Google
Earth satellite images. The reason why the two spatial changes are different is the spatial resolution
differences of the Google Earth satellite images. The change of the coastline is overlaid with Landsat

and Google Earth satellite images and shown in Figure 7.

2002-2021 KIYI DEGiSiMi A

2021 Landsat

Value
High : 27431

- Low : 5581

2002-2021 Kiyi Degisimi
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2021 Google Earth
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Figure 7. Demonstration of coastline change on Landsat satellite image and google earth images.

2.4 Corine land use maps

Once the coastline change analysis had been completed, the CORINE datasets were classified into
their respective land cover categories and reorganized according to the official area codes. These cat-

egorized datasets were then spatially overlaid with the detected coastline change areas to identify the
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corresponding land use types. The resulting land use maps for the years 2000 and 2018 are presented
in Figure 8 and Figure 9.

The land use map of 2018 was overlaid with the coastal strip change data obtained with the Landsat

images of 2002, and the land uses of the filled area were determined and shown in Figure 10.
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Figure 8. Trabzon coastline land use map in 2000.
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Figure 9. Trabzon coastline land use map for 2018.
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COASTAL REGION CHANGE MAP

Figure 10. Demonstration of the change of coastal usage areas together with the coastline.

Area codes used in land use maps are explained in Table 4.

Table 4. Trabzon coastline land use Corine data.

Base Class Codes Sub-class
111 Continuous City Structure
112 Discrete City Structure
121 Industrial or Commercial Areas
122 Road or Railroad Areas

Structures 2 o

124 Airports
131 Mining Fields
133 Construction Sites
142 Sports and Recreation Areas
222 Orchards
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242 Mixed Agricultural Fields
Agricultural areas 543 Agricultural Areas With Natural
Vegetation
Forest and 311 Broad Leaf Forests
Natural 312 Coniferous Forests
Areas 324 Plant Exchange Areas
Water Areas 523 Sea and Oceans

CONCLUSION

Change analyses are essential for monitoring spatial and temporal variations in land use, area size,
and land characteristics. Understanding coastal change is particularly important, as it directly affects
the physical and socio-economic conditions of communities residing along the shoreline. The results
of this study indicate that coastline change has influenced urban development patterns, and that
land reclamation activities extending toward the sea have created new areas of use within the coastal
zone. In this context, RS techniques and GIS have been used effectively to detect temporal and spatial
changes. Information about the land use of temporally changing areas was analysed with Corine data
bases. Corine has been used as an efficient resource in change analysis, thanks to the spatial carto-

graphic infrastructure of the Corine data and the effective classification of the attribute data.

In Trabzon, the mountains rise right after the sea, and the settlements originating from this mountain-
ous area are scattered in the villages, while they are very close to the coastal coast. Settlements cause
unplanned urbanization and the sea fill constructions done in order to gain space has provided a new
place for the coastal area. The change of the coastal areas of Trabzon in the last 19 years has been
obtained by determining the coastline of different years with different satellite images. Using Landsat
satellite images, 142.18 hectares of land between 2002-2009, 61.34 hectares between 2009-2015,
56.76 hectares between 2015-2021, a total of 260.30 hectares of land between 2002-2021 detected.
Using Google Earth satellite images, it has been determined that an area of 162.62 hectares between
2002-2012 and 72.44 hectares between 2012-2021 and a total area of 235.06 hectares between
2002-2021. It was concluded that the areal change caused land use change. Most of the areas changed
are the filling areas made into the sea. It has been determined that the filled coastal areas have been

transformed into sports and recreation areas, highway and port areas.

Consequently, coastlines can undergo rapid changes due to various human-driven alterations. There-
fore, assessing these interventions is crucial for planning more orderly and sustainable coastal envi-

ronments for the future.
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ABSTRACT

Solar energy has an important place among clean energy sources due to its environmental friendliness, ener-
gy supply security and sustainability features. In this research, the most suitable areas for Solar Power Plants
(SPPs) in the Gonen district of Isparta were determined by applying a GIS-based Analytic ITierarchy Process
(AHP) multi-criteria analysis. In the study, SPP site suitability factors such as elevation, slope, aspect, tempera-
ture, Global Horizontal Irradiance (GIHI), annual precipitation, wind speed, Land Surface Temperature (LST),
distance to roads and energy transmission lines, and land-use suitability were considered as the main criteria
in SPP site selection. The top three criteria in SPP site selection were slope (18.8%), aspect (17.5%), and GHI
(15.8%). Less influential factors are land use (3.9%), elevation (2.5%), and distance to roads (2.1%) and ener-
gy transmission lines (2.0%). According to the resulting SPP suitability map 16.55% of the district is in the
“very high” suitability class, 27.55% in the “high” suitability class, and 27.21% in the “moderate” suitability
class. Furthermore, more than 80% of the existing solar power plants lie in “high” and “very high” suitability
classes. This emphasizes the appropriateness of the criteria used in this study and also the technique applied.

Keywords: Solar Power Plant (SPP), Analytic Hierarchy Process (AHP), Site Suitability, Génen-Isparta.
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INTRODUCTION

Due to increasing consumption of fossil fuels, environmental issues such as climate change, global
warming, and pollution have increased, thus accelerating the need for using sustainable and renew-
able energy sources. Among these energy alternatives, solar energy is considered a clean source, a
reliable source, and an infinite source of energy in the future. To attain this objective, a radical shift
towards the use of renewable energy sources such as solar, wind, and hydroelectric power, among
others, after decreasing reliance on fossil fuels is mandatory. To facilitate this shift during the course
of achieving this objective, a systematic and analytical methodology will be considered in selecting
an investment location for clean and renewable energy sources. Furthermore, this is a mandatory re-
quirement given the widespread emergence of SPP projects recently. Selecting a suitable location for a
solar power plant not only considers high solar intensity but adopts a simultaneous assessment factor
for other major parameters including slope, orientation, height, land use, wind speed, surface tem-
perature, distance to roads, and distance to power lines. Integrating all these parameters will create a
complicated situation in Multi-Criteria Decision Analysis (MCDA) / Multi-Criteria Decision Making
(MCDM). Assessing inter-relationship among these parameters and their role in location selection is a
complicated problem. To address these issues, studies conducted have effectively clarified that meth-
ods such as AHP analysis are very efficient in inter-linking these parameters with their relative weights
successfully in AHP analysis (Aydin et al., 2013; Al Garni & Awasthi, 2017; Ozcelik & Sarp, 2018;
Giamalaki et al., 2019; Gacu et al., 2023; Ahadi et al., 2023; Amiri et al., 2024). Past studies have
clarified the significance of selecting a location for a solar power plant in literature (Bazmi & Zahedi,
2011; Mardani et al., 2015; Infield & Freris, 2020). Other studies undertaken clarify an integration
strategy using GIS & MCDA/MCDM in order to reach an accuracy level in selecting a suitable location
efficiently (Datta et al., 2011; Lund et al., 2024; Ukoba et al., 2024; Amiri et al., 2024). AHP analysis
in these studies is used given its methodology, capacity to assess different parameters simultaneously

based on priority parameters, and transparent analysis.

The Analytic Hierarchy Process (AHP) proposed by Saaty in 1972 is a technique used in MCDM. It is
particularly useful in studies where decision makers must evaluate multi criteria to compare various
options (Saaty, 1980). AHP has found many applications in renewable energy projects related to site
selection (Al Garni&Awasthi, 2017; Yankiv-Vitkovska et al., 2020; Gacu et al., 2023; Amiri et al.,
2024).

Despite the extensive literature on GIS-AHP-based solar site selection, region-specific studies that
integrate long-term climatological variables with high-resolution spatial data at the district scale in
Turkiye remain limited. Furthermore, the combined evaluation of static, quasi-static, and climatic
parameters within a unified decision-support framework has not been sufficiently explored in local

renewable energy planning contexts.
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The present study proposes a GIS—AHP-based multi-criteria site suitability model to identify optimal
solar power plant locations in the Goénen District (Isparta, Ttrkiye). The novelty of this study lies
in the integration of a comprehensive set of carefully selected parameters representing topographic,
climatic, environmental, and infrastructural conditions, the combined use of long-term climatological
averages and high-resolution spatial datasets, and the production of a locally applicable suitability
map to support regional renewable energy planning and decision-making. The selected parameters,
such as elevation, slope, aspect, temperature, Global Horizontal Irradiance (GHI), annual precipita-
tion, wind speed, Land Surface Temperature (LST), distance to roads, distance to energy transmission
lines, and land-use suitability, which were selected based on their demonstrated relevance in previous
GIS-MCDA/AHP studies and their direct influence on the technical feasibility, environmental com-

patibility, and economic viability of solar power plant installations.

Subsequently, the AHP method was performed in order to handle the complex decision-making
processes among these parameters and to compute the importance, which continuously weighed the
factors. Importance levels (weights) obtained from AHP were used to analyze and integrate the spatial
data obtained through GIS, and the spatial distribution of suitable sites was determined. This integrat-
ed analysis is of immense value for identifying potential sites with high accuracy for the construction

of a clean and sustainable solar power plant at Gonen.

1. STUDY AREA

The study area is the Gonen district of Isparta located in the Lakes Region of southwestern Ttrkiye
(Fig.1a, b). The district has a high potential for solar power plant investments due to its location, and
the widespread use of solar power plants in the district indicates this (Fig. 1c, d). According to Solar
Energy Potential Atlas (GEPA) of Ttirkiye, the lowest radiation level observed in the district was 1.80
kWh/m?2-day (December), and the highest radiation level was 6.73 kWh/m?2-day (June). In May and
August, radiation levels exceed 6 kWh/m?-day. On the other hand, while the sunshine duration in the
district is around 3.85 hours in December and 4.33 hours in January during the winter months, these
durations are around 11.06 hours and 11.64 hours in June and July during the summer months. This
indicates a strong potential for SPP installation in the district (https://gepa.enerji.gov.tr/pages/32.
aspx). These high radiation values support the economic viability of the project in the district. There-

fore, Gonen is considered a suitable region for determining SPPs site suitability.
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Figure 1. Study area maps: (a) Location of Isparta within Ttirkiye; (b) Location of Génen within Is-
parta Province; (c) Detailed map of the Gonen district; (d) Example Google Earth imagery showing

existing Solar Power Plants (SPPs) in Gonen.

2. MATERIALS AND METHODS

2.1 Data Sources and Preprocessing

Multiple datasets were used in this study to evaluate site suitability for SPPs. Topographic and mor-
phometric parameters, including slope, aspect, and elevation, were derived from the SRTM 1 arc-sec-
ond Digital Elevation Model (DEM) provided by NASA/USGS, which has a spatial resolution of 30
meters (https://www.earthdata.nasa.gov). Global Horizontal Irradiance (GHI) data were obtained
from the Global Solar Atlas (World Bank Group), providing annual average values of GHI (https://glo-
balsolaratlas.info/download/turkey), and wind speed data were retrieved from the Global Wind Atlas
(https://globalwindatlas.info/en/). LST was calculated using Band 10 of the Thermal Infrared Sensor
(TIRS) onboard Landsat 9 imagery acquired on 23 June 2025 from the USGS EarthExplorer (https://
earthexplorer.usgs.gov/), with a spatial resolution of 100 meters. Precipitation and mean tempera-
ture data were obtained from the WorldClim v2.1 database at a spatial resolution of 30 arc-seconds
(~1 km?), representing long-term climatic averages for the period 1970-2000 (Fick and Hijmans,
2017). Land cover and land use information were obtained from the CORINE Land Cover 2018
dataset (EEA) at 100-meter resolution, facilitating the identification of suitable and unsuitable terrain
types (https:/land.copernicus.eu/en/products/corine-land-cover). Road and power transmission line

data were obtained from OpenStreetMap (OSM) using the Overpass Turbo query tool (https://over-
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pass-turbo.ew/). Although the datasets originate from different temporal periods, long-term climato-
logical averages were used to represent stable background conditions, while the most recent Landsat
9 imagery was selected to reflect the most recent surface thermal conditions important for evaluating
solar power potential. This combination of multi-temporal datasets is commonly adopted in GIS-

based spatial suitability analyses.

Preprocessing in a GIS environment was carried out before the analysis of all datasets. Preprocessing
steps included geometric correction, coordinate transformation, and resampling to ensure consis-
tency in spatial resolution across datasets. All layers were projected to a common coordinate system
(UTM Zone 36N, WGS 84) and clipped to the district boundaries. To enable comparison across all

datasets with the different units and scales, normalization to O—1 range was performed.

2.2 Site Selection Criteria for Solar Power Plants

The performance and applicability of green energy systems depend on many factors, including the
characteristics of energy sources, efficiency, physical and environmental characteristics of the technol-
ogies used, and potential installation sites. High-quality data is needed for economically viable and
efficient location of solar power plants. The selection of criteria used in this study, including eleva-
tion, slope, aspect, temperature, GHI, annual precipitation, wind speed, LST, Euclidean distance to
roads, Euclidean distance to power lines, and land use suitability (Fig.2), was based on an extensive

literature review.

In the context of Gonen District, all these criteria have different spatial patterns that affect SPP suit-
ability. According to the elevation data, the general altitude increases toward the northern and north-
western parts of the district, potentially limiting SPP installation in those areas due to cooler tempera-
tures and stronger wind effects (Fig. 2a). Slope, on the other hand, was expressed as the steepness of
the terrain. Steeper slope values were evident in northern and northwestern mountainous regions,
which are considered as a limiting condition for SPP installation, while its gentler slopes in the south-
ern and southeastern of the area seemed more favorable (Fig. 2b). Aspect maps showed slope orienta-
tion, which had an influence on the amount of exposure to solar radiation. South orientation offered
favorable conditions (Fig. 2¢). Temperature data were analyzed with respect to thermal conditions.
Higher temperature values were evident in the centre and southeast part of the area, which would be
favorable for energy generation (Fig. 2d). GHI was higher in the east and southeast, indicating greater
solar potential in those areas (Fig. 2e). In some parts towards the north of the district, the annual
precipitation is relatively higher than in other areas, which will affect the maintenance process of
solar panels to be built in these parts (Fig. 2f). Wind speed shows higher values in the northern and
northwestern parts of the district, where topographic exposure contributes to stronger air flow, poten-
tially limiting the feasibility of SPP installations (Fig. 2g). LST results reveal lower temperatures in the

northern and northwestern areas with higher elevation, while temperatures increase towards the cen-
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tral and interior parts. Elevated temperatures in these central regions may enhance the performance
and energy yield of solar power plants, making them more suitable for SPPs installation (Fig. 2h).
Euclidean distances to roads and energy transmission lines were calculated to evaluate accessibility
and connection efficiency. Proximity to a road offers convenience for construction and maintenance,
while closeness to existing energy lines reduces connection costs. Accordingly, areas far from roads or
transmission lines are considered less suitable (Fig. 2i—2j). Land use information from the CORINE
Land Cover dataset has been reclassified into four suitability categories for SPPs installation: Highly
Suitable (meadows, pastures, sparse vegetation, rocky areas, non-irrigated agricultural lands), Moder-
ately Suitable (shrubland, mixed vegetation, orchards), Low Suitable (dense forests, built-up areas),
and Not Suitable (wetlands, irrigated agricultural lands, water bodies), based on land-use compatibil-
ity, environmental protection constraints, and criteria widely adopted in GIS-based solar power plant
site suitability studies (Carrion et al., 2008; Uyan, 2017; Khan et al., 2023). The spatial distribution

of these land-use suitability classes is illustrated in Fig. 2k.
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Figure 2. Thematic maps of the Gonen district illustrating topographic, climatic, and infrastructural
factors influencing solar power plant (SPP) site suitability: (a) Elevation, (b) Slope, (c) Aspect, (d)
Temperature, (e) Global Horizontal Irradiance (GHI), (f) Annual precipitation, (g) Wind speed, (h)
Land Surface Temperature (LST), (i) Euclidean distance to roads, (j) Euclidean distance to energy

transmission lines, (k) Land-Use suitability, and (1) Existing SPPs displayed over an ESRI basemap.
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2.3 Criteria Normalization for Suitability Analysis

Datasets used in MCDA studies often have different units, scales, and value ranges. For this reason,
data normalization is required to bring all criteria onto a comparable scale before applying weighting
and overlay procedures. This step ensures that no single variable dominates the evaluation due to its
numerical magnitude. In this study, all the continuous criteria were standardized to a 0-1 interval
before the weighting and overlay stages. Slope, elevation, LST, wind speed, annual precipitation, and
distances to roads and energy transmission lines were treated as cost criteria because they negatively
affect site suitability with increasing values. These datasets were normalized using an inverse min—
max transformation, based on the Linear Scale Transformation (Max—Min) technique given in Eq.1
(Celen, 2014). This technique ensures that each attribute is rescaled within a strict interval of 0-1,
within which its range is clear and comparable (Chakraborty & Yeh, 2007, 2009). GHI was consid-
ered a benefit criteria, since higher irradiation values indicate greater suitability for solar energy pro-

duction. For this variable, standard min-max normalization was used (Eq.2):

’ X — X
Normalized Value = XooX. @)

where X is the raw value, and Xmin and Xmax are the minimum and maximum values of the dataset.
This inversion ensures that larger values correspond to lower suitability:.

Normalized Value = % )
where X is the value in the original cell, and Xmin and Xmax are the minimum and maximum values
of the dataset. The result of this transformation rescales all values to a range between 0 and 1, which
means higher normalized scores will result in a higher degree of suitability depending on the nature

of the criterion.

The criteria pertaining to categories were considered individually. The aspect values were initially re-
coded into directional aspects, with all southern directions assigned a score of the highest suitability.
Suitability scores were assigned to land cover classes based on their association with conducting a
solar power plant setup. The categories were already in a standard scale and thus did not need any

normalization.

By using this method, it can be ensured that both continuous and nominal variables possess a com-
mon scale of measurement so that they can be unified in AHP analysis.

2.4 Integration of Thematic Layers to Define Suitable Zones for SPPs

Suitable zones for SPPs in Isparta-Gonen were identified using the AHP, which was introduced by
Saaty (1972). AHP is one of the MCDA techniques that allows both objective and subjective factors to
be taken into consideration during decisions. As with other MCDA methods, it provides a structured

approach for dealing with complex, unstructured decision-making problems. The process involves
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establishing a hierarchy of decision criteria and allowing pairwise comparisons to be made between
them in matrix form, assigning relative weights, and calculating a Consistency Ratio (CR). Compari-
sons are based on a numerical scale ranging from 1 to 9, indicating the relative importance of one cri-
terion compared to another. All these values have to be determined with great care instead of arbitrary
setting. The CR, proposed by Saaty (1977), should be checked for the consistency of the comparison
matrix, and according to Saaty and Vargas (1991), the matrices having a CR value above 0.1 must be

revised. CR is calculated as given in (Eq. 3):

cr="4%k 3)

where CI is the consistency index and Rl is the average consistency index for a randomly generated
matrix. In this study, the CR was calculated based on the RI value that matched the size of the matrix
in the AHP model. Given that there were 11 criteria involved in the pairwise comparison, the RI value
was considered to be 1.51, according to Saaty and Vargas (1991). The CI is calculated from the pair-

wise comparison matrix through (Eq. 4):

J— Amax_ n
or = Lot )

where Au. is the largest eigenvalue of the comparison matrix, and n is the matrix order.

In the next step, the relative importance of the eleven thematic layers was assessed by a pairwise
comparison method. In this respect, each pair of criteria was assigned a numerical value ranging be-
tween 1 and 9 to indicate the strength of preference among the concerned pairs. These values were
determined by making comprehensive judgments with the aid of expertise in geoscience and remote

sensing. The obtained pairwise comparison matrix is shown in Table 1.

Table 1. Pairwise comparison matrix of the eleven criteria.

Criteria C1 G5 ce C7 C8 c9 Cl10 C11
Cl1 1 2 3 2 3 2 2 4 4 6 6
C2 1 3 4 3 1 1 6 6 7 7
C3 1 3 3 1 2 5 6 5 5
C4 1 2 1 1 3 8 6 4
G5 1 1 1 2 2 2 2
Coé 1 7 5 6 6 6
C7 1 5 5 4 4
C8 1 4 3 3
C9 1 2 2

C10 1 1
Cl1 1
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Criteria Exp: C1 — Slope; C2 — Aspect; C3 — Precipitation; C4 — Temperature; C5 — Wind speed; C6
— Solar radiation (GHI); C7 —Land surface temperature (LST); C8 — Land use; C9 — Elevation; C10 —
Distance to roads; C11 — Distance to energy transmission lines.

Principal eigen value = 12.169

Ligen vector solutions: six iterations delta = 7.66-8

Applying the principal eigenvector method, the final weights of the criteria were derived after pair-
wise comparison (Table 2). Among the thematic layers, slope received the highest weight (18.8%), fol-
lowed by aspect (17.5%) and GHI (15.8%). Other important criteria included precipitation (13.1%),
temperature (9.5%), LST (8.9%), and wind speed (6.0%). The criteria with the lowest influence were
distance to energy transmission lines (2.0%) followed by distance to roads (2.1%), elevation (2.5%),
and land use (3.9%), clearly reflecting the minor role of accessibility and land-use considerations in
determining suitable sites for solar power plants. The CR of the pairwise comparison matrix was cal-
culated as 0.077, which is below the threshold of 0.1 and indicates that the judgments are consistent

enough for further analysis.

Table 2. Priority weights and rankings of criteria derived from AHP.

Criteria Priority (%) Rank (+ %) (- %)

Slope

Aspect

Precipitation

Temperature
Wind speed
Solar radiation (GHI)

Land surface temperature (LST)

Land use

O |l |la|w ]~ ]lu x| |~

Elevation

Euclidean distance to energy 5 0

—_
—_

0.6 0.6

transmission lines

—
&)

Euclidean distance to roads 2.1 0.6 0.6

2.5 GIS Integration and Weighted Overlay

The spatial suitability of potential solar power plant installation sites was assessed by integrating the
AHP-derived weights of raster parameters used in the study within a GIS environment. The result-

ing weighting coefficients (Wi) were then applied to the raster layers using the Weighted Overlay
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approach, one of the most common methods for MCDA, to obtain a suitability map of solar power

plants in the study area. This process can be mathematically expressed as the Suitability Score (Eq.5):
Suitability Score = Y wiXc: (5)
i=1

where wi is the AHP-derived weight of criterion i, n is the total number of criteria used in analysis and

Xci is the normalized or classified raster value of criterion 1.

3. RESULTS AND DISCUSSION

3.1 Effect of Criteria Weights and Spatial Distribution

The integration of the SPPs site selection parameters with the AHP methods reveals that slope was
the most influential parameter, with a weight of 18.8%. On the other hand, the Euclidean distance
to roads (2.1%) and energy transmission lines (2.0%), along with elevation (2.5%), were found to
be less important criteria (Table 2). The prominence of slope factor in this analysis is in accordance
with existing research work undertaken using GIS-MCDA for analysis of solar suitability, wherein
slope factor has been proved to be a major factor in construction and installation cost favorability
(Yankiv-Vitkovska et al., 2020). The lower priority weights given to accessibility factors such as Eu-
clidean distance to roads and transmission lines have also been observed in existing research work
based on GIS-AHP in solar site selection analysis (Al Garni & Awasthi, 2017).

Overall, the weighting results indicate a clear dominance of topographic and climatic factors over
accessibility-related parameters, ensuring a consistent AHP-based foundation for the subsequent GIS

weighted overlay analysis.

The AHP weighted overlay methodology has some intrinsic limitations. Some degree of “very high”
suitability in moderately elevated or vegetated regions may reflect favorable solar radiation levels or
localized topographic effects rather than actual site feasibility. Despite these limitations, the spatial

distribution of suitability classes provides valuable insights into potential SPP locations.

The spatial distribution of suitability classes is illustrated in Fig. 3. “High” and “very high” suitability
zones are mainly located in low slope areas and southern parts of this district, and regions of low

suitability mainly exist in the northern and northeastern parts with high slopes.

The above results can be used for basic planning of SPP implementation, but verification and techni-
cal evaluation are very important in this case. Further research can improve model assessment using
other validation methods, for instance, sensitivity analysis of AHP-weighting vector accuracy or com-

parisons based on other MCDA approaches.
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Figure 3. Final SPPs suitability map for Gonen District and detailed close-up Google Earth images
of the three existing SPPs areas (on the right).

The numerical distribution of the suitability map is summarized in Table 3. The study region has been
classified into five suitability classes. The results indicate that the "moderate suitability" and "high
suitability" classes in Génen occupy 27.21% and 27.55%, respectively, and "very high suitability"
class occupies 16.55%. On the other hand, "very low" and "low" suitable regions occupy 9.32% and
19.36%, respectively, corresponding to a combined share of 28.68%, mainly covering the northern
and northeastern part of this region with topography being less suitable in nature. Some apparent
“very high” suitability in certain mountainous or vegetated areas may result from higher solar radia-
tion values or local topographic variations, rather than reflecting true feasibility. These observations
highlight the need for careful interpretation and on-site verification. The AHP-based weighted overlay
results provide a relative suitability assessment rather than absolute feasibility; future studies may en-
hance realism by incorporating exclusionary constraint layers such as slope thresholds, forest masks,

protected areas, or post-classification filtering procedures.
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Table 3. Comparison of overall suitability classes with the spatial distribution of existing solar pow-
er plants (SPPs).
Area Pixel SPPs Pixel

Suitability Class Total Area (%) SPPs(%)
Count Count

Very Low

Low

Moderate
High
Very High

3.2 Spatial Validation and Reliability Assessment of the Suitability Model

To determine the reliability of the proposed AHP-GIS based suitability model, the existing SPP sites
have been traced using Google Earth images. The validation shows that 94.33% of the existing SPPs
lie in moderate, high, and very high suitability classes, whereas only 5.67% lie in low and very low
classes. Particularly, 82.89% of the existing SPPs lie in high and very high classes as shown in the
proposed suitability model (Table 3). The presence of a high degree of similarity between the model
output and existing SPPs indicates the reliability of the model output. Though discrepancies always
exist in current studies due to certain economical, political, or infrastructural reasons, the present
study indicates a preponderant influence of geographical factors for the selection of SPPs in the

Gonen district.

Although the result of the accuracy assessment of this study relies exclusively on the comparison of
the existing solar energy plants and the created suitability classes through spatial analysis, the fact that
the concentration of existing solar energy plants lies in areas of moderate to high suitability suggests
that there is a certain level of agreement between the two sets of model outputs and that of reality.
Future studies should consider improving this aspect by using ROC/AUC analysis and presence/ab-

sence modeling among others.

CONCLUSIONS

This study demonstrates how the combined use of GIS and AHP methods can effectively select suit-
able sites for SPPs. Evaluation of the parameters used in site selection using the AHP method revealed
that the top three factors in SPP site selection are slope (18.8%), aspect (17.5%), and solar radia-
tion (15.8%), followed by precipitation (13.1%), temperature (9.5%), LST (8.9%) and wind speed
(6.0%). Less influential factors in SPPs site selection are land use, elevation, and distance to power

lines and roads.
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According to the resulting map obtained from the analyses and weightings, 16.55% of the district is in
the “very high” suitability class, 27.55% in the “high” suitability class, and 27.21% in the “moderate”
suitability class. The concentration of more than 80% of existing solar power plants within the “high”
and “very high” suitability classes highlights the relevance of the applied criteria and confirms the

effectiveness of the proposed suitability assessment approach.

Beyond the identification of suitable sites, this study provides a district-scale GIS-AHP framework

that combines long-term climatic variables with high-resolution spatial data and can be a useful de-
cision-support tool for the preliminary solar power plant planning process. The results here express
relative suitability, not absolute feasibiiity, and further studies can enhance the model by the inclusion

of more constraint layers or by considering alternative MCDA methods.
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